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Preface

This document contains the final reports of the various projects included in the Advanced
Technology Program at the Ames Laboratory and the Center for NDE, Iowa State
University, for £ Y91, Because it is the first annual report of its kind for this program, each
of the project reports has been prepared to provide the reader with a limited summary of
appropriate background information (both general and project specific) as well as technical
details of the FY91 work. For the past several years, this information has been published in
various Procecdings of the Review of Progress in Quantitative NDE, Vols. 1-10, (Plenum
Press, New York) and other archival journals including the Journal of NDE, Research in
NDE, and the Journal of Applied Physics. Although it is expected that the investigators will
continue to use these vehicles for broad dissemination of their results, it is clear thai this
report will provide a more easily accessible and focussed view of work done specifically in
this program. It is also hoped that the report will contribute significantly to the technology
transfer process by providing a coherent trail of technology developrient in the various
projects.

Since this is a first annual report, it is worthwhile to review briefly the research philosophy
that has been followed in this program for several years, namely, the "research window"
philosophy. By its name, it is evident that the philosophy is oriented toward research
opportunities that are applications oriented. In this program, some "window" choices have
been quite narrow, while others have been broader. In all cases, the approach that has
been taken is to develop the science base needed to provide solutions to the applications
problem. Thus, the end point of a project in this program is the provision of the
scientific/engineering knowledge needed to solve the problem, but not necessarily the
provision of prototypic instrumentation or other deliverables that represent the final
solution. The latter step has been traditionally viewed as the next step in the technology
transfer chain. It should be noted that the science based knowledge needed to solve a
window problem does not imply the need to learn everything about the problem, but only
enough to permit technology transfer to occur. This research philosophy has been
remarkably successful over the years; using it, this Igrogram has become recognized by many
as the leading research program in quantitative NDE in the U.S,, possibly in the world, and
has generated a broad spectrum of new results available for transfer as well as a new
community of NDE researchers and practitioners.

Projects that have been pursued in FY91 described in this report address a variety of
"windows." These "windows" are summarized below together with brief research highlights.
As will be noted in the reports, emphasis has always been placed in this program upon the
parallel development of theory and experiment; in some cases, this joint development is
pursued as two related tasks in parallel whereas in other cases they have, and are, being
pursued serially. Details of the work and references are given in the main body of the
report.

. Thermal Wave Studies

Two projects that are focussed upon both the deve]oFment and application of these
owerful techniques are reported. In one of these, "IR Thermal Wave Tomographic
Studies uf Structural Composites" (R. Thomas et al., Wayne State University)
emphasis is placed upon the develnpment of tomographic methods for the production
ot thermal images in compasite materials suitable for large scale inspections. This has
been a very successful project in which the first tomographic images of defects in
composites are reported. Technology transfer has also been effective in that a system
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was built and assembled for a major AF program under separate funding using
technology developed in this (and some other) research programs. Further, it is likely
that this system will be the element of commercialization in the near future. The
second project, "Application of Rapid-Scan Time-Resolved Infrared Radiometry to
Identify Impact Damage in Composite Materials" (J. Murphy, et. al, Johns Hopkins
University) has been highly successful with a materials characterization window.
Accomplishments this year include the demonstration of quantitative characterization
of defects in composites, (despite anisotropy in heat flow characteristics), as well as
the theoretical development of a model to quantitatively take this anisotropy into
account. Another highlight of the work includes the characterization of impact
damage in multilayer composites in which it is shown that both depth and extent
characterization can be obtained.

Image Enhancement ,

Work in this project (R. Roberts et al.,, Ames Laboratory and Center for NDE) is
aimed at the development of techniques to enhance computed tomographic images of
flaws and dimensional abnormalities in cases in which only limited data are available
due to any one of several reasons. A target of the work is the development of a
reconstruction algorithm for missing data that also includes the CAD drawing of a
component as one of the possible sources of additional data. A highlight of this year’s
work includes the incorporation of the CAD drawing component geometry and
composition information into the algorithm constructed last year. This advance
obviously provides many attendant benefits in the limited angle reconstruction feature.
Experimental verification of the algorithms was also initiated together with their
adaptation for execution on a state-of-the-art massively parallel computer.

Laser Based Ultrasonics

Significant progress has been made in this project towards developing a capability to
rapidly scan and characterize defect structures in complex composite geometries and
material. Specifically, it has been demonstrated (R. Addison et. al, Rockwell
International Science Center) that rapid scanning via angular beam deflection on
complex composite parts is feasible. Further, it was shown that sufficiently high
ultrasonic amplitudes can be generated and maintained for scanning purposes while
remaining comfortably below the material damage threshold. Although emphasis has
been placed upon composites in this work, broad application potentials of the
technoiogy are obvious, including composite cure control, corrosion detection, and
others in remote and hostile environments.

Quantitative Feature Characterization--Detection of Brittle Phases in Ti Alloys

Two tasks have been pursued this year in this very difficult project with significant
results. Jointly, the two tasks are focussed upon the engineering development of a
quantitative ultrasonic approach for the detection of the hard alpha phase in
commercial titanium engine alloys. This is a difficult problem because of the expected
small difference in acoustic impedance between the oxygen/nitrogen stabilized

hard a phase and acceptable material. The engineering approach that is being
taken, laying the foundation for the later development of a quantifiable ultrasonic
system, uses a variety ot both previously and currently generated NDE modeling tools
(materials and techniques). Highlights of FY91 theoretical work (J. Rose, Ames
Laboratory and Center for ND%) includes both the validation of a new theory of




backscattering from titanium microstructures, an essential contribution for both
understanding the detection process and in estimating worst case signal/noise ratios,
and its extension to commercial muiti-phase commercial materials. In a companion
experimental/analytic task, (R. B. Thompson, F. Margetan, Ames Laboratory and
Center for NDE() a number of highlights occurred including the quantitative
determination of the effects of nitrogen/oxygen upon the c?astic constants (and
therefore the acoustic impedance) of alpha titanium, the definition of and
measurement of a new material property (figure of merit, FOM) essential to
detectability calculations, the determination of the variability of FOM in commercial,
2-phase alloys, and performance of calculations for hard a detectability using these
new concepts.

Characterization of Adhesive Bonds

Work in this project is aimed at the development of NDE techniques (gultrasonic) that
can be used to characterize strength degradation in adhesively bonded joints. Three
tasks were pursued in FY91. The first of these, a theoretical task (J. Achenbach et al,,
Northwestern University), is designed to provide theoretical analysis and
interpretation of the two related experimental tasks (see below). A significant
theoretical highlight included the characterization of the adhesive bond’s nonlinear
stress-strain response. Another included the investigation of viscous phenomena in
pre-stressed adhesive bonds and their effects/limitations uj.on the experimental
results. In an experimental task it was shown (L. Adler et al., Ohio State University)
that non-linear ultrasonic measurements could be used to enhance the detection of
strength degradation in a joint. This work also highlighted a technique to detect
"kissing" bonds (contacting adhesive-adherend but no bond) using an acoustic guided
wave technique. Finally, it was shown (S. Rohklin, Ohio State University) that a new
ultrasonic technique produced results that suggest it may become possible to predict
the remaining safe lifetime of an environmentally degraded adhesive joint.

Eddy Current Characterization of Metal Matrix Composites

This project is aimed at the development of eddy current techniques as a NDE process
control procedure that can be used to characterize metal matrix composites in the
manufacturing environment. In this work (R. Beissner, Southwest Research Institute)
effort was focussed upon the principal impediment to eddy current characterization of
composites, i.e., the highly anisotropic nature of composites. A number of hi%hlights
were achieved including the completion of a theory of eddy currents in biaxia
conductors, the development of a theory for the conductivity tensor for arbitrary
arrangement of parallel fibers, and initial experimental verification of the models. The
completion of the theory work for this complex material system must be regarded as a
milestone of significance with possible broad applications.

Finally, it should be noted that this program has always been, and remains, a highly
leveraged research program. In most instances, the investigators have been encouraged to
view their projects as "seed" tasks and to augment their research activities in this program
with additional research projects from other sources. Thus, more information on the
research projects described herein may be contained in other references. Probably the most
concentrated source of this related information is in Proceedings of the i

Review of Progress
in Quantitative Nondestructive Evaluation referred to in the first paragraph of this Preface.

The continuing support of this program is gratefully acknowledged.
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IR THERMAL WAVE TOMOGRAPHIC STUDIES OF STRUCTURAL COMPOSITES

R. L. Thomas, L. D. Favro, P. K. Kuo
Wayne State University

Executive Summary

The primary objective of this project has been to implement the new technique of IR
thermal wave tomogra:ghy in real time, and to study its utility for NDE of structural
composite materials. A second objective was to develop an NDE technique which, in
addition to being wide-area, contactless and rapid, can provide both flaw shape and depth
information. It was also our objective to develop a technique which would provide an image
in which each subsurface defect would be displayed simultaneously with its maximum
possible contrast, regardless of its depth.

The following is a summary of our accomplishments under this project:

*  Assembled three independent Thermal Wave IR Video Imaging Systems, each
capable of carrying out real-time thermal wave tomogra % Two of the systems are
Macll/Perceptics systems, the third is our original Sun 3/‘1 C/DataCube System.
Also part of the assembly are three sets of xenon flash lamp pulsed heat sources. Two
of the sets contain 8 flash units each, the third contains 4 flash units. Each individual
flash unit produces a 2 msec duration, 6.4 kJ energy, pulse, under the control of the
computer hardware and software developed at Wayne State.

*  Demonstrated the feasibility of carrying out thermal wave tomography by
implementing a (slow) post-processing version which utilized a large data set, stored as
a sequence of images on a hard disk.

. Developed and implemented the real-time image processing techniques in which: 1)
thermal wave "echo" images are obtained field-by-field [two interlaced video fields
constitute one video frames, where the frame rate is 30Hz] as they are transmitted
from the IR 600, 2) the time at which the echo returns is obtained for each pixel and
stored in one image buffer, and 3) the magnitude (peak contrasftt) of the same echo is
also determined for each pixel and stored in a second image bufter. This is done "on
the fly", currently at a maximum processing rate of 10 Hz. The resulting two image
buffers constitute our thermal wave tomogram, and maximum contrast images,
respectively.

*  Tested our Real-Time Thermal Wave Tomographic Imaging capability, first on
flat-bottomed hole test specimens, then on several graphite-reinforced composite test
panels which contained subsurface impact damage. The results conclusively
demonstrate the viability of our technique and compare favorably with the results of
ultrasonic C-scan imaging.

. Developed successful numerical deconvolution methods, based on an inverse Born
approximation analytical model, and aimed at deducing the subsurface defect
geometry from the time-dependent thermal wave images at the heated sample
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Background
A. General

This investi%ation was intended primarily to address the problem of obtaining rapid
depth mapping of planar subsurface defects in structural aerospace materials. The
technique employed was that of infrared (IR) Thermal Wave Imaging. The detailed results
of this investigation will appear in the archival series: Review of Progress in Quantitative
Nondestructive Evaluation, {1] as well as in the Springer Series in Optical Sciences, [2] and
the Proceedings of the 14th International Congress on Acoustics. [3] The only prior attempt
to implement this particular type of Tomographic IR Video Imaging took place as the result
of a collaboration between the authors of this report and Prof. Vgladgimir Vavilov from
Tomsk. Together, we attempted to carry out a post-processing version of Tomography, an
account of which has subsequently been published elsewhere.%ﬂ In the course of our
investigation, we recognized that the image processing techniaue could be quite useful as an
extension of, and addition to the synchronous thermal wave IR imaging techniques under
development in our laboratories (see Sec. B., below). It was also evident that the technique
should be implemented in real time for its to be truly useful for NDE applications.

We also addressed another previously unsolved problem in thermal wave imaging
during these investigations. This latter problem is the difficulty of obtaining reliable size and
shape information from thermal wave images. The difficulty arises from the dispersive
nature of thermal wav&}aropagation, which in turn leads to severe blurring of the images
with time (or depth). We therefore developed numerical deconvolution methods for
"deblurring” of thermal wave echo images so as to obtain quantitative information on the
shapes and sizes of subsurface defects. [5-7]

B. Project

This project is a logical extension of previous research under the Air Force QNDE
Brogram. A summary of previous research by the authors under the Air Force QNDE
rogram is in preparation as part of a separate Report under this project, entitled "Thermal
Wave IR Video Imaging for Wide-Area NDE Applications.” [8] The latter report will
contain a more detailed description and set of references to related work found in the
literature. To summarize brietly, we devoted our research efforts in previous years to the
development of time-domain versions of our IR thermal wave imaging techniques. Ina
arallel activity, we have been assessing the feasibili? of applying thermal wave IR methods
or several NDE problems of importance to the Air Force I')['he: conclusions of our efforts in
prior years have been that the technique shows considerable promise, in that it has the
potential for rapid and contactless evaluation of wide areas of aerospace structures. Also,
the technique has the potential for providing images which are readily interpretable, and
can provide quantitative, as well as qualitative information regarding the subsurface defects
which are imaged. Although the technique is especially useful for shallow defects, we have
also demonstrated a capability for imaging structures which are 6mm or more beneath the
surface. [3] A seemingly troublesome %eature for the technique is the fact that deeper
defects are imaged with progressively greater thermal "blurring”. However, as we have just
begun to demonstrate in FY91, [5-7] and propose to explore in greater detail in FY92, it is
Possible to apply numerical deconvolution algorithms for successful thermal wave image
deblurring” and the resulting acquisition of quantitative size and shape information.
Another, more detailed, review of these techniques is currently under preparation. [9]

Among the highlights of our accomplishments in Previous ears on thermal wave
imaging projects under this program are the successful "box-car” thermal wave IR video
imaging of coating delaminations and inter-ply delaminations caused by impact damage in
structural polymer composite materials. The instrumentation and software development
has progressed steadily during the course of these projects, as has the development of




appropriate pulsed heat sources and the validation of the technique on flat-bottomed hole
specimens fabricated from materials having a very wide range of thermal properties (metals
to plastics).

Objective and Scope

The objective of this project has been to implement the new technique of IR thermal
wave tomography in real time, and to study its utility for NDE of structural composite
materials. An NDE technique which, in addition to being wide-area, contactless and rapid,
can provide both flaw shape and depth information. It was also our objective to develop a
technique which would provide an image in which each subsurface defect would be
displayed simultaneously with its maximum possible contract, regardless of its depth.

The application for the project involves the deve]o%mem of a proto system which
would find use in QNDE programs of interest to the Air Force. For example, the F-22
Advanced Tactical Fighter Program makes extensive use of structural composite materials,
and a need exists for rapid and reliable NDE, both as a process control monitor with rapid
"feedback” and for a damage assessment monitor with potential field applications.
Tomographic capability enhances the usefulness of such a prototype imaging method at
fixed gate times for obtaining images of subsurface coating defects, delaminations in
composites, etc.

Approach

Under the current project, our approach has been to develop and carry out feasibility
testing of a real-time tomographic imaging technique which can display thermal wave
ropagation times, pixel-by-pixel, as a pseudocolor image (the thermal wave tomogram).

e hardware and software development was to be implemented on two systems under
development in our laboratory, one our original Sun 3/160 C/DataCube System, the other a
newer gdacl I/Perceptics system, two copies of which are owned by our laboratory. The
latter svsiems is also intended to serve as a possible "Beta test site” for technology transfer
activity. In addition to the instrumentation development and feasibility experimentation, we
are also pursuing theoretical studies and development of numerical deconvolution
algorithms which place the technique on a sounder interpretive hasis.

Technical Progress
A. Tomography

Technical progress on this project has been summarized in the literature. [1-3] As
noted in these papers, Vavilov et al. [4] have recently descri":ed a technique for making
tomographic thermal wave images. Their method involves recording a succession of
thermal wave images after a flash-heating pulse, followed by a numerical pixel-by-pixel
search of the images for the time at which the reflected thermal waves from subsurface
features have their peak amplitudes. Since the peak time is related to the depth of the
scatterer, this information enables one to separate the image into time (or depth) slices.
The result is a thermal wave tomogram. Since their process involves post-processing and a
search through a large number of stored images, it is memory-intensive, and is difficult to
accomplish in real time. In this project, we have developed a thermal wave tomographic
method which accomplishes the same result, but does so with real-time techniques which
avoid the storage of a large number of images, and produces the tomogram without
post-processing.




The tomographic method we have developed [1-3] is based on wide area pulse heating

&c.g. by flashlamps) of the sample’s surface. Experimental curves showing the time

ependence of the surface temperature of a fabricated test specimen, following such pulse
heating, are shown in Fig. 1. These curves result from temperature measurements over
several subsurface flat bottom holes at different depths in the (polymer) test specimen, and
are plotted together with a curve of the temperature at a point above a featureless region of
the same sample. It can be seen that, after the flash occurs, the surface temperature in all
regions rises very rapidly to a peak which is essentially independent of spatial position. This
is followed by a more or less exponential decay, with the rate of decay varying both in time,
and from point to point on the surface. This can be cxglaincd in the following way. A
typical cooling curve corresponding to some point on the surface can be thought of as being
comprised of two components. One component is simply that which would occur if the
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Figure 1 Heating and cooling curves over six, 19 mm diameter, subsurface flat bottom
holes at different depths in a plastic sample. The reference (lowest) curve
corresponds to a region away from the holes. The remaining curves
correspond to regions directly above the holes, ranging in subsurface depths
1.1mm (top curve), 1.86mm (2nd from top), 2.6mm (3rd), 3.4mm (4th), 4. 1mm
(5th), and 4.9mm (6th).




material underneath that region contained no thermal wave scatterers. The other
component results from the thermal wave reflected from any such scatterer (the thermal
wave "echo”). This reflected thermal wave slows the rate of cooling. It can be seen from
Fig. 1 that there are varying cooling rates over different regions, as expected on the basis of
the description above. As mentioned above, the curve with the fastest cooling rate
corresponds to the featureless region beneath which there are no subsurface scatterers. In
our tomographic method we make use of this curve as a reference and subtract this
reference from the time dependence of every pixel of the image as it is generated. The
resulting thermal wave echo curves (expanded in scale) are shown in Fig. 2 for the six
selected regions corresponding to the cooling curves of Fig. 1. Although the thermal wave
echoes are broadened because of the diffusive nature of the heat propagation (see Fig. 2),
they are seen to vary both in height and in temporal position, with the echoes corresponding
to the deeper holes being lower and later in arrival time. In our real-time method, we carry
out a pixel-by-pixel determination of the magnitudes and arrival times of these thermal wave
echoes. This is accomplished by smoothing the curves to avoid spurious peaks caused by
noise in the signal, followed by a determination of the peak of the smoothed curve. The
resulting 512 x 480 collection of peak times is stored as a pseudo-image in a buffer of the
real-time processor. Thus, when the heating and cooling cycle is completed, a map of
thermal wave echo arrival times (the real-time tomogram) is stored in one image buffer. In
addition, a second image buffer contains a pixel-by-pixel map of the peak amplitude of the
thermal wave echo at its corresponding arrival time (the "peak contrast” image). Currently,
we have the ability to produce the tomographic and peak contrast images simultaneously
with a single heating flash, and with post-heating sampling rates up to 10 Hz.
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Figure 2 Thermal wave echo curves (expanded in scale) for the reference curve

subtracted from the six curves above the subsurface holes of Fig. 1. The order
of depths is the same as for the six top curves of Fig. 1.




Figure 3 Thermal wave tomogram of a sample of graphite-epoxy material with impact
damage. White indicates longer time (greater depth), black shorter time
(lesser depth). [1]

In Fig. 3 we show a tomogram of a graphite-epoxy sample which had been subjected to
an impact which caused damage which extends from directly under the point of impact out
to the edges of the sample in the horizontal direction. The sample was viewed from the side
opposite the impact [1]. The tomogram is displayed with a gray-scale color map for which
black represents short time and white represents long time. Figure 3 shows that the damage
near the edges (e.g. the large white region in the middie of the right edge) is further from
the surface than the damage under the impact site (e.g. the gray elliptically shaped region in
the center, surrounded by the black [shallow] elliptical region). In addition, there are other
areas of the sample wiich indicate reflections from immediate depths g/an'ous levels of
gray) which may indicate porosity or incomplete bonding of the plies. Figure 4 is a peak
contrast image of the sample shown in Fig. 3. [1] This image shows each pixel of the image
as it appeared when its contrast was maximum. The greatest contrast (white) corresponds
to the shallowest defects (compare with Fig. 3), as expected for heat diffusion.

Figure 5 shows a series of time-slice images derived from the tomogram of Fig. 3,
showing only those features (as white) whose contrast peaks at the times shown beneath
each image. [1] At the shortest time (230 ms) following the heating pulse, the features show
the pattern of the near-surface fibers, along with a shallow region of delamination
surrounding the central feature. At 460 ms, these shallow features begin to fade, and a
slightly deeper region of delamination appears beneath the central feature. Next (700 ms),
these central features all fade away, and a delamination near the left horizontal edge
appears. Finally (1640 ms, 1870 ms, 2100 ms), only the deep delamination near the right
edge is seen.

6




Figure 4 Peak contrast image of the impact damage sample shown in Fig. 3. White
indicates greater contrast, black lesser contrast. [1]

1640 ms 1870 ms 2100 ms

Figure 5 Time-slice images derived from the tomogram of Fig. 3, showing only those
features Sas white) whose contrast peaks at the times shown beneath each
image. {1




Several other examples of thermal wave tomographic imaging of impact damage in
structural polymer composites are presented elsewhere. [1-3] Among them are examples of
conically shaped damage and spiral damage in our tomograms. In one case, [3] the damage
correlates extremely well with quch slower) ultrasonic C-scan imaging previously carrie
out on the same specimen.

B. Deconvolution of Thermal Wave Images

One criticism that has been directed at thermal wave imaging is that the resolution of
the images is not as good as that of high-quality ultrasonic images. The origin of this
criticism is the blurring of thermal wave images which occurs as a result of the lateral
diffusion of heat while the waves are propagating back to the surface. Ultrasonic images are
much less susceptible to such problems because, for many purposes, ultrasound can be
regarded as propagating in straight lines. Crowther, et al. [5-7] have recently demonstrated
a technique for removing the blurring of thermal wave images by means of a simple
numerical algorithm based on inverse scattering theory. The algorithm at present is
applicable only to planar scatterers, but this covers a very important class of defects of
practical interest, namely delaminations and disbonds in laminated composites and
adhesively bonded structures.

As is the case with any inverse scattering calculation, an absolute prerequisite for
inversion of thermal wave images is an accurate direct scattering model. The inversions
developed at Wayne State were obtained through the use of the Born approximation, with
appropriate modifications to take account of the strong thermal wave scattering which
occurs at delaminations and disbonds. A detailed derivation of this model will be published
elsewhere. [10] Its essential feature is that the theoretical expression for a thermal wave
echo signal in an image can be written as a convolution of two, two-dimensional functions.
The first of these describes the propagation of a thermal wave pulse down to the scatterer,
the scattering, and the subsequent propagation of the echo back to the surface of the
sample. Although it describes more than just the propagation of the pulse from the
scatterer to the detector, it serves as a mathematical analog of the "point-spread function”
used in optics and ultrasonics. The second function in the convolution is just the function
which describes the two-dimensional shape of the scatterer. The result is an equation of the
form,

ATy, [ [dxrdy gx-xy-y 0f(x"y)

Here AT (x, v, t)represents the echo (or equivalently, contrast) signals, comprising
the image as a function of time; g (x, y, t) is the "heat-spread function”, and f (x, y)
represents the shape of the scatterer. The exact form of g(x, y,t)depends on the
approximations used in the model. The inverse scattering calculation is begun by
performing a two-dimensional spatial Fast Fourier Transform (FFT) on the experimental
echo image, represented above by AT (x,y,t). The same procedure is then applied to the
appropriate expression for g (x, v, t) at a value of t corresponding to the time delay at
which the image was obtained. In principle, then, one simply has to divide the first of these
FET’s by the second, and do an inverse FFT on the result to obtain the desired shape
function f (x, v). However, the experimental image represented by A T is not arbitrarily
accurate, because it contains both digital and thermal noise. The effect of this noise is to
obscure the shape of the scatterer in the image of the inverted FFT. Fortunately, both kinds
of noise tend to appear only in relatively high spatial frequencies, and these frequencies can
be removed by applying any of a variety of low-pass filters to the FFT of the experimental
data. When this is done, the result of the division and the inverse transformation is an image




of the shape function f (x, y )with only a slight rounding of the corners due to the loss of
high-frequency information. We have published several examples of applying this series of
algorithms to deblur thermal wave images, [5-7] and the preliminary results are good. The
complete numerical calculation takes about one minute on a Maclntosh Hfx. It would take
considerably less time if the FFT of the heat-spread function g (x, y . t) were calculated and
stored prior to the processing of the experimental image. This latter idea is among those
being considered for implementation in FY92, as described below.

Summary

We have demonstrated a real-time thermal wave IR tomographic method which shows
promise for defect depth determinations. The technique has been illustrated by forming
tomographic images of impact damage in polymer composite test specimens, which together
with the complementary peak contrast images, permits more rapid and quantitative
characterization of subsurface damage zones in these materials. We have also developed
analytical expressions and numerical deconvolution algorithms for carrying out a strategy for
"deblurring” thermal wave images to obtain reliable shape and size information to
complement the depth information obtained through our real-time thermal wave
tomography. These techniques have shown considerable promise, and the initial studies
carried out in FY 91 form the basis for our planned work in FY 92,

Plans for Next Year

Our proposed work will extend the above described concepts for use in the detection
and analysis of defects in anisotropic materials. We will consider both thermal anisotropy
and multiple scattering, and extend our capability to obtain correct size and shape
information for subsurface defects in fiber-reinforced polymer composite matenials of
interest to aerospace applications. Numerical algorithms will be developed to invert
experimental IR thermal wave images of defects in such composite materials. The results
will be tested on both simulated and actual damage-induced defects in composite test
panels. The research will be closely coordinated with at least one end user, by means of a
recently established Beta Test Site for the WSU Instrumentation, located at Lockheed
Acronautical Systems Company in Marietta, GA (LASC-GA). As results from the
proposed research become available, they will be transferred to our collaborators in the
Advanced Materials Development Center at LASC-GA for evaluation as improved
techniques for evaluating composite materials related to the Advanced Tactical Fighter
Program. Results will also be available to other relevant programs identified through the
QNDE Program and Wright Patterson AFB. For example, we have recently begun an
interaction with the C/KC-135 Disassembly and Hidden Corrosion Project, being
coordinated by the Oklahoma City Air Logistics Center, and it is possible that the results
may find an application for detection and evaluation of corroded metal structures in the
aging military fleet.
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Executive Summary

Composite materials play an increasingly important role as advanced structural
materials. However, they also present new challenges in assessing their fitness for service
since the complex combination of fiber and matrix which provides the basis for enhanced
properties also makes inspection difficult. A topic of special concern is impact damage
which can cause internal damage within the impacted part with little or no surface damage.
This issue is a focus of our study.

This year’s work focussed on the application of time-resolved infrared radiometry
(TRIR) for characterization of various types of structural damage in composites. Emphasis
was placed on the extension of the TRIR technique to include the effects of (a.) lateral heat
transport in composites and (b.) the interplay between normal and lateral heat flow. The
objective of this extension was to determine the ability of these thermal methods to image
subsurface defects and to assess their threat to the integrity of the structure. The approach
was both experimental and analytical in keeping with our goal of developing quantitative
NDE methods which can provide numerical criteria for success not merely qualitative
information. The experimental program included examination of real defects in test
specimens prepared from multilayer carbon-carbon composite materials and studies of
multilayer graphite epoxy specimens which were subjected to impact from fast projectiles.
In the first set of specimens the initial defects studied were blind holes monitored from the
reverse (no hole) side of the specimen. TRIR temperature time experiments were made
and showed that these defects could be located and their depth determined with good
accuracy. This work established that quantitative TRIR measurements could be made on
non-homogeneous specimens such as composites where significant lateral heat flow was
present. The presence of significant lateral heat flow was demonstrated in these
experiments and a refined analysis is in progress to determine its extent and characteristics.

The second set of composite specimens were multilayer hybrid composites formed
using more than ten interior layers of graphite/epoxy covered with a surface layer formed
from E-glass/epoxy. These samples were impacted with relatively high energy projectiles
and experienced substantial damage both at the point of impact and in regions we{l removed
from the impact site. The nature of the damage was thought to be partial delamination of
adjacent layers of the specimen, fiber breakage and fiber-matrix disbonding. Conventional
one-dimensional TRIR measurements confirmed a number of these assumptions and
located and assessed damaged regions even when there was no surface evidence of damage.
An example of this class of measurements is the detection of delamination at the interface
between the E-glass/epoxy layer and the interior graphite/epoxy at locations far from the
impact site. The basis of identification of site of this disbond was the deviation of the TRIR
temperature-root time curve from a straight line. This deviation occurred at the thermal
transit time of the E-glass/epoxy layer alone as determined by independent experiments.
Damafge in the graphite/epoxy core was also seen and its location and depth determined by
other features of the temperature-root time curves. Some of the image fgatures may be due
to fiber breakage in the graphite-epoxy core.
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Localized application of heat to the specimen was used to enhance heat flow in the
plane of the specimen (lateral heat flow) in order to investigate the ability of such methods
to improve the lateral spatial resolution of subsurface impact damage. Experiments on
these complex specimens confirmed that patterned heat sources enhance the lateral image
resolution in some cases. However, the nature of the internal damage in these composite
specimens was too complicated to model in the initial studies hence there was no reliable
basis for making quantitative comparisons of experiment and theory. As a result a simpler
specimen geometry was developed and studied both experimentally and theoretically
comparing the effectiveness of Gaussian and line heating sources for the detection of
vertical defects as described in the body of text. The experiments monitored the surface
temperature of a thermally homogeneous specimen as a function of distance from a
well-defined vertical boundary which was selected to simulate an open crack. The visibility
of the vertical defect was studied as a function of time and of source-detector separation
with good agreement obtained between experiment and theory. This work provides the
basis for analysis of more complex samples such as the graphite/epoxy composite. Some of
that work is in progress.

In summary, experimental and theoretical work has shown:
. TRIR can be applied to composite materials and to their defect structures.

¢«  TRIR measurements can assess impact damage in composites via lateral and normal
heat flow.

*  Applications include assessment of impact damage in airframes and wings.
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Background
A. General

The internal and surface temperatures of a heated specimen are determined by its
thermal properties, its internal structure, its environment and geometry, and by the
characteristics of the heating source. These dependencies have been exploited in a family of
measurement and analysis methods based on photothermal phenomena to determine
materials properties of selected specimens and to locate and characterize certain s of
defects. These techniques can also be used to measure bond integrity in structured or
composite material, and to determine the thickness of coatings a F]ied to substrates. From
a broad applications viewpoint, thermal methods based on use of laser or other optical
heating and infrared detection are significant since they are noncontacting, can work at large
standoff distances and are nondestructive when used in an appropriate manner. This means
that their applications to problems of Air Force interest are broad and can include
assessment of materials and structures in service and also aid in improved fabrication when
used for control of a manufacturing process.

Photothermal measurements can be made in either the frequency or time domain.
Frequency domain measurements use a periodically modulated heat source and measure
the modulated sample temperature at a particular frequency. For opaque samples the
depth to which this modulated heat can penetrate the specimen (and hence Ic-ate defects)
is determined by the modulation frequency and by the thermal diffusivity of the material.
As the frequency increases, or the sample becomes more thermally insulating, this depth
becomes smaller. Consequently location of deep flaws in a sample requires use of low
modulating frequencies. This requirement introduces some experimental difficulties since
the signal to noise ratio decreases with decreasing frequency due to convection, changes in
ambient temperature and other environmentally related dnfts. Also long times are
required. Consequently these techniques are of limited value when very low frequencies are
required.

Time domain techniques use a pulsed source with a known temporal profile to heat
the sample and then measures the sample temperature as a function of time either during
heating or after heating has ended. In principle, the maximum depth at which flaws or other
thermal feature can be located by these techniques is limited only by the observation time
with deeper features requiring longer observation times. In practice, other factors limit
these measurements. One limitation is the peak specimen temperature change which must
exceed the noise threshold of the detection system. This implies either use of short pulse,
high fluence sources with correspondingly high peak specimen temperatures or longer pulse,
lower fluence sources whose of total energy is roughly equal to the short pulse example. A
second major limiting factor is lateral (transverse) heat flow. If a heating beam of finite area
is used, heat flow is not only into the sample (normal heat flow), but also parallel to the
sample surface (transverse or lateral heat flow) away from the heated volume. Lateral heat
flow reduces the amount of heat flowing into the sample and eventually limits the depth of
penetration of heat flowing normal to the specimen surface. This reduces the visibility of
subsurface features. Studying the effect of lateral heat flow on the visibility of buried defects
in complex materials has been one objective of this year’s work.

Time-resolved infrared radiometry (TRIR) is a time-domain, long pulse technique
which was developed at the Applied Physics Laboratory initially to study flaws in poorly
conducting specimens which required very low modulation frequencies when measured in
the frequency domain. Since its initial development, it has been used on a variety of samples
of different types. This method, which uses infrared detection, is non-contacting, can
operate at large standoff distances from the sample and can use a variety of heating sources
and heating patterns. As practiced at this time, 'FRIR technique is a quantitative NDE
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technique which differs from some other thermographic techniques in being able to
measure thermal transit times, sample diffusivity, and the thermal mismatc% between layers
in coated and structured materials quantitatively (6]. In addition, it has a "self-calibrating"
feature which permits effects of sample emissivity to be extracted from data acquired on the
region of the sample of interest during the course of the actual measurement. This feature,
which is unique to the TRIR method, is clearly important in applications to real materials
and structures where emissivity can vary widely between samples and across the surface of
individual samples.

Prior to the work described in this report, we had shown that this technigue was an
effective method for quantitatively detecting coating thickness variations and for
characterizing the degree of coating disbonding [1,2]. In 1991 we extended the TRIR
technique to composite systems based upon the results of a multilayer model [3]. This work
also included an investigation of lateral heat flow, where we have shown that
three-dimensional thermal diffusion, and, more specifically lateral heat flow in the plane of
the specimen surface, can provide improved visualization and quantification of the location
of defects and their characteristics.

The TRIR technique differs from other pulsed thermography techniques in that the
surface temperature of the specimen is monitored as a function of time during the
application of a step heating pulse. One advantage of this technique, in contrast with
techniques using an instantaneous heating pulse, is that the peak temperature excursion is
low and potential damage to the specimen is minimized. A second advantage is that the
time varying temperature change of specimen produced by heating can be maintained ata
high level throughout the measurement process. The temperature does not fall to values
which are difficult to measure quantitatively later in the measurement process. This is
especially important when searching for deep lying flaws. Full-field images can be obtained
with temporal resolution much faster than video frame rates.

TRIR measurements can result in TRIR X-Y images and TRIR time-traces of the
temperature response of individual regions of the sample. A TRIR X-Y image reveals
spatial variations in the temperature of the sample surface obtained at different time
intervals following the onset of the heating pulse. These images reveal the general pattern
of heat flow and indicate, qualitatively, the presence of normal and lateral heat flow. TRIR
time-traces monitor the temperature-time history at individual, selected points on the
sample surface. An analysis of this temperature-time history provides a quantitative
measure of thermal transit times and the thermal mismatch between components in a
composite sample. This analysis also determines the depth of defects and the thermal
resistance of the defect. The TRIR method differs from other time varying thermographic
methods in that it provides full information about surface features in a single measurement.

In a planar sample, the surface temperature increases linearly with the square root of
time until either lateral heat flow begins to draw heat away from the area under the heating
source or the presence of a defect (or change in thermal properties) is sensed by heat flow
deep in the sample. Because of this, TRIR time-traces are always plotted versus the square
root of time. Any deviation from a straight line indicates the presence of a defect, a change
in thermal properties at some depth in the sample, or the presence of lateral heat flow.
These effects can be distinguished experimentally and modeled theoretically.

Figure 1 shows the types of information that can be obtained from a TRIR time-trace.
Curves A and B show the temperature response obtained when a thermally insulating defect
is located at a certain depth in a thermally conductive specimen. The surface temperature
rises linearly with the square root of time until the thermal transit time to the defect is
reached. This time is given by 0.38 LZ/awhere L is the depth of the defect and ais the
specimen thermal diffusivity [1]. Following the thermal transit time, the slope of the curve
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increases due to the presence of the thermally-insulating defect-the temperature of the
shallow defect rises earlier than that of the deeper defect. Should the subsurface structure
be more thermally conductive than the specimen, the response the slope of the curve
decreases at the thermal transit time as shown in curve D.

The TRIR technique can be applied to multilayered samples as indicated by Curve E
where the presence of a thermally insulating layer is detected beneath another insulating
layer and a thermally conductive layer. The capability for multilayer analysis is heavily
dependent on the relative thermal properties of the different layers [3).

The final curves in Figure 1 show the role of heating beam geometry in determining
the TRIR response. When the heating source is broad relative to specimen thickness or the
depth of a detect, a one-dimensional model is applicable and lateral heat flow is absent.
When narrow-beam (or any spatially non-uniform) heating source is used, a
three-dimensional model is required and lateral heat flow is present, but its magnitude
differs at different points in the specimen. Curves G and H show the response for broad
and narrow beam heating.

It is possible to accentuate lateral heat flow relative to normal heat flow by varying the
size or shape of the heating source. It is also possible to obtain information about the lateral
thermal ditfusivity and normal diffusivity in a single measurement. The presence of vertical
defects can be detected through their influence on lateral heat flow. Studying this has been
one objective of this year’s work. Preliminary results indicates that shaFing the spatial
pattern of the heating source will prove to be a valuable technique for locating and
describing vertical defects.

B. Project

A unifying aspect of this program is the development of photothermal techniques and
their application to materials systems of Air Force interest. One component of this work
has been the identification and development of appropriate photothermal methods for the
Air Force environment. This has included TRIR methods in general as a class of rapid-scan
thermal NDE techniques. In addition specific Air Force applications have been addressed
including turbine blade coating integrity for a range of coating types and more recently
damage in advanced composites.

This year’s work is described in the next section of this report. In this section a review
of prior work is presented to provide an appropriate background.

The initiaixlhotothermal imaging and characterization was carried out on coated
specimens of NiAl coatings on high temperature metal substrates using optical beam
deflection, thermoelastic detection and single point IR detection methods. The IR
detection investigation included studying the fast-time response of NiAl coatings to pulsed
laser heating on a submicrosecond time scale. This work showed temporal response for
these coatings which had a fractal character consistent with the structure of the coatings
themselves. Optical beam deflection images of surface and subsurface features of the
coated surface were abtained with spatial resolution at the 3 micrometer scale. This work
indicated the complex structure of the coatings and suggested that some of the failure
mechanisms could be connected with small sized compositional variations of the coating.
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Figure 1
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Coating thickness was measured thermally ~nd compared with profilometer measurements
of the coated surface. All three analytical tools were shown to provide complementary but
consistent information about these samples.

Based on this initial work the TRIR technique was developed as a non-contacting,
noninvasive tool for monitoring large areas. In its initial form the method was based on a
one-dimensional analysis of heat flow through a single layer, a configuration which was
appropriate for study of subsurface defects. It was of special value in poorly conducting
materials where measurements in the frequency domain required such low frequencies that
noise was a problem. After evaluation of alternative heating sequences, step function
heating was selected as the preferred mode of heating for TRIR measurements with very
successful results. The single layer, one-dimensional heat flow model was experimentally
confirmed in a succession of experiments on plates with and without buried defects for
boundary conditions that included thermally insulating and thermally conducting regions on
either side of the specimen [3]. These measurements also invoived the development of
considerable instrumentation to collect and store experimental data.

The experiments and analysis were extended to engineering samples including zirconia
barrier coatings on a superalloy substrate. These results showed that the thermal transit
times through individual layers in the sample could be measured and that the results were in
agreement with the theoretical transit times, the known coating thicknesses and the sample
diffusivities. These results agreed with a finite element analysis that showed details of heat
flow through the sample.

"Real" specimens (in contrast to fabricated specimens) were tested including turbine
blades. Experiments showed the presence of poor diffusion bonding in certain areas. These
measurements also imaged the subsurface structure of the blade. Finite element
calculations were used to determine the temperature-time development that might be
expected for specimens of varying composition and geometry including a thermally thick
ceramic coating, a bonded ceramic coating, and a disbonded ceramic coating. These results
were used to evaluate experimental results obtained on bonded and disbonded areas of
specific samples. These experiments showed that the TRIR technique was a simple and
reliable method of studying coatings. It allowed coating thicknesses to be measured,
disbonded areas to be detected, and the relative conductivity of coating and substrate to be
determined. Measurements could be made routinely and rapidly [1,9].

In a TRIR measurement the temperature of a small area on the sample can be
followed by the IR detector as a function of time (time-temperature). The area used varies
depending on the spatial profile of the source. Initially uniform heating was used.
Successive traces obtained using a sequence of source pulses can be combined to give an
X-Y image of the temperature at a particular time after application of the pulse heating,
These images were of great value in locating defective areas in test specimens and
determining their depth and thermal characteristics. Instrumentation was developed to
obtain these X-Y images.

The measurements and analysis were extended to multilayered samples and to
nonuniform heating sources where lateral heat flow was present. A multilayer theory was
developed for one dimensional heat flow [3], and the single layer model was extended to
include non-uniform and narrow-beam heating. Concurrently single layer samples were
studied experimentally on a range of test specimens to determine the visibility of flaws when
a simple one-dimensional thermal model was inadequate. One set of experiments
performed with a Macor/aluminum test specimen with known subsurface defects showed
that TRIR could locate and size these defects even when non-uniform heating was used.
The experiments including the temperature-time curves were in good agreement with
theoretical predictions. A ceramic-superalloy-ceramic specimen was also tested. Again the
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results confirmed the theoretical predictions of the multilayer model. Although multilayer
specimens still present a number of technical difficulties in analysis, the theory provides a
straight-forward method for approaching this analysis.

Coating disbonding was studied using specimens of thermal barrier coating on a
superalloy substrate. The data showed a range of temperature-time responses at different
points in the disbonded area suggesting various degrees of disbonding. This illustrated the
ability of TRIR methods to distinguish different degrees of disbonding. To provide a
theoretical basis for these conclusions, a series of theoretical curves were calculated using
the multilayer theory. Air gaps of different thicknesses were used to represent disbonds of
different degrees. %ese results from the equivalent air-gap model were compared with
experimental results on a TBC/superalloy sample. All of the qualitative features of the
experimental temperature-response curves were correctly identified. An interesting result is
that in both theory and experiment air gaps as small as 0.1 micrometers produced
measurable changes in the temperature response. The TBC/superalloy specimen was
subjected to destructive analysis. This analysis showed that the spatial variation of the
amount of coating-substrate separation seen in the micrograph was well correlated with the
results obtained from the TRIR temperature-time curves. However, there was a systematic
difference between the measured and calculated values obtained for the separation
distances. This may indicate that the air gap model does not represent the spatial varying
bonding expected for failure at a real interface. This important issue deserves further study.

The work described above provided a basis for this year’s work. First, the successful
application of the multilayer model showed that the TRIR technique should be applicable
to composite and structured materials. Secondly, a study of lateral heat flow was necessary
to exploit shaped heating sources in TRIR measurements so as to enhance the method’s
ability to detect subsurface vertical cracks.

Objective and Scope

Composite materials have become increasingly important in engineering structures.
Their usefulness is dependent upon the integrity of the composite structure which can be
damaged by improper fabrication, by impact gproducing partial or complete disbonding of
composite layers, broken fibers, etc.gl, and by deterioration with age, wear, and other causes.
Accordingly 1t is important to be able to ascertain the type of damage that a structure may
have sustained and the extent of this damage. In addition to determining the integrity of a
particular structure, such tests can provide information about the efficacy of fabrication
techniques, the development of new materials useful in composites, and improved design of
composite structures. An inspection system that could rapidly supply quantitative image
information could be used both to monitor structural components in an "aging aircraft fleet,"
and to aid the design and construction of new aircraft.

The importance of composite and structured materials and the previous successful use
of the TRIR technique in studying coatings and multilayer materials strongly suggested that
TRIR could be used to study tris class of materials. A full development of the capabilities
of TRIR in study of composites will require a level of effort well beyond the resources
available under this program. Hence, the tasks projected for 1991 are only a beginning.
Several specific objectives were selected for the initial work. These were:

¢« to study impact damage experimentally in a representative composite sample in order
to determine if technique could identil)},' and characterize this damage.

*  toextend the multilayer theory upon which TRIR measurements are based to
composite and structured materials which contain thermal structure within each layer.
The initial goal was to model planar specimens containing repetitive thermal
structures.
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. to develop finite element or finite difference programs to study composite systems,
that are too complicated to be studied analytically.

. to study the effects of lateral heat flow on TRIR measurements and to use this
information to increase the ability to locate and characterize vertical defects in
complex specimens.

This last objective was related to results that indicated that modifying the spatial
pattern of the heating source could allow TRIR measurements to enhance the spatial
resolution of the methed via competition between normal and lateral heat flow. This could
help the ability to characterize composites.

Given the resources available under this contract, the following specific activities were
conducted under the four objectives:

«  study impact damages in a specimen consisting of E-glass/epoxy face plates
surrounding a graphite/epoxy core--damage having been caused by a projectile fired
through the specimen.

g restructure the multilayer model to apply to planar samples with repetitive thermal
structures and adapt this formulation for comparison with experimental results.

. develop a desk-top finite element program for studying heat flow in moderately
complicated thermal configurations of interest in analysis of composite specimens.

. study lateral heat flow using line and point heating sources as examples of more
general class of shaped heating sources and to evaluate how changes in source
geometry modifies and ability of TRIR to detect vertical cracks.

In all of this work, theoretical development and experimental work was closely
coupled.

Approach

Our work with composite systems has had two thrusts--(1) to model heat flow in
composite materials and (2) to use this model to extend the TRIR technique to test
cumposite systems. Models have been developed in a progression from a one-dimensional,
single layer model to more complex models which reflect features of composite materials.
For the more complicated cases, finite difference and finite element models were developed
to permit evaluation. An effort was made to keep this procedure from becoming a purely
numerical exercise where important features of the results would be lost by doing some
analytical studies in parallel. To assist the experimental work, some theoretically derived
rules of thumb were developed and characteristic parameters identified. A semi-analytic
approach has been used wherever possible to avoid the nonintuitive results sometimes
obtained when a purely numerical approach is used. An effort was made to simplify the
computational procedures so that they could be carried out rapidly.

Modeling had a two fold purpose, i.e., to provide a basis for interpreting experimental
data and to suggest additional experimental modifications that might be of value. The latter
involved investigating different heating and detection patterns and determining the results
to be expected from them. Experimental work also followed a progression through more
complicated systems. Since the original TRIR technique is based on one-dimensional
theory and uses broad beam heating, the first work on composite materials used this
approach. It was extended by using localized heating sources, which required the use of a
three dimensional analysis including lateral heat flow.
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Both fabricated and engineering specimens were used in the experiments. Fabricated
specimens allowed specific features of the sample response to be correlated with theory.

roughout the project theoretical analysis and modeling has paralleled experimental work

providing it with calculated thermal properties and an estimate of characteristic parameters.

Technical Progress
A. Experimental Studies on "Real" Composite Systems

A series of experimental studies was performed in the first two quarters of this
program on simple and hybrid composite systems. Artificial defects drilled to different
depths in a carbon/carbon composite have been detected and distinguished based on defect
depth. Figure 2(a) shows a sketch of this specimen and indicates the region scanned by
TI{IR and the locations of 4 reference points for sound material g and over defects of
increasing depth (B, C and D). Figure 2(b) shows the TRIR Tg-t!/< linescans for these

Front Side Back
7
-~ A
Reference - B -—
Points for .
g TRIR Image - € ~
& - p —4
[on}
Q Series of
% Flat-Bottomed
€  Holes Drilled
’ — in Back of
TRIR Scan € Spec
Area . ‘pecu'nen ,
18mm x 40mm l l
H

50 mm 1 mm S mm (not to scale)

Figure 2(a) Diagram of carbon/carbon compaosite specimen with flat-bottomed holes
drilled from the back face. The TRIR scan region on the front face is shown.
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Figure 2(b) TRIR T¢-t1/2 linescans for the locations marked on the figure of the
carbon/carbon composite specimen shown in Fig. 2(a).

locations for a line heating source with a pulse duration of 1 second. Note the largest
temperature excursion occurs over the shallowest hole (Location B) with smaller excursions
for deeper hole: until the response of intact material (Location A) is obtained. These
results illustrate the ability of the TRIR technique to measure differences in the thickness of
a sample. In Fig. 2 as the hole becomes shallower, the sample thickness decreases and the
corresponding temporal line scan deviates more from linescan A (where no hole had been
drilled). A practical application of this capability of the TRIR technique is testing the
uniformity of a composite layer. For materials with homogeneous thermal properties, the
accuracy of thickness measurements is approximately 2% %l}.

Subsurface delamination produced by impact damage has also been imaged in a

h bri? composite. A diagram of this specimen is given in Fig. 3(a) and a series of TRIR

-t1/2 linescans is shown in Fig. 3(b) for different locations on the composite. Note that all
the curves agree with one another up to about 0.3 sec1/2. This is the expected thermal
transit time for the E-glass/epoxy layer. At this time the data for Location A which is
well-removed from the damaged area in the specimen shows a slope decrease as is expected
for a well-bonded region of the specimen. The curves for the other locations where damage
has occurred all show a slope increase at this locatiun indicating that delamination occurred
at this depth. The shape of these curves does vary, however, and at present we interpret this
as resulting from different degrees of delamination of the E-glass/epoxy layer from the
graphite-epoxy layup. The use of localized heating methods and lateral heat flow for
improved resolution of defects has also been demonstrated by comparing images obtained
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Figure 3(a) Diaﬁxiam of hybrid composite specimen subjected to impact testing showing
TRIR scan region on the back face.
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Figure 3(b) TRIR Ts-t1/2 linescans for different locations marked on the back face of
hybrid composite shown in Fig. 3(a).k

with area heating methods with those obtained with a line heating source.
B. Finite Element Model for Heat Flow in Composite Structures

Analytical solutions obtained from modeling have the advantage that they clearly
portray the factors producing the resulting heat flow pattern. They are limited, however, by
the degree of complication that can be introduced in the model and still obtain a solution.
More complicated structures including composite materials with defects must, of necessity,
be studied using finite element or finite difference calculations. In addition to the statistical
nature of these measurements, which are not always easy to analyze, such studies for
composite materials have other difficulties. In order to properly model the repetitive nature
of the sample, a large number of nodes are required, placing heavy demands upon the
available memory and computation time. Model creation time is also a factor. Ideally a
finite difference or finite element program is desired that can easily be set up and easily
modified to allow a quick comparison of competing models to be made.

Two finite difference programs using the iterative approach were developed during
the second and third quarters of 1991. Both programs were three dimensional and were
constructed to allow rapid entry of repeated structures within the node pattern. A
processing procedure was devised that conserves the amount of memory needed for each
substructure thus allowing a larger number of nodes to be included in the model which are
needed to study composite materials. Provisions were made to use various heating patterns
and to introduce a variety of defects of several standard shapes. In particular, delta-function
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heating, gaussian heating and uniform heating could be accommodated, as well as a moving
heating source. Each of these heating patterns could be designated as producing surface or
exponential heating. The display allowed the viewing of various planes in the sample as well
as monitoring the temperature at particular points as a function of time. Use of these
programs allowed a quick check for accuracy of intuitive feelings regarding heat flow in a
maderately complicated configuration.

C. Lateral Heat Flow - Modelling and Experiment

When the studies of the hybrid composite systems described above indicated that
lateral heat flow plays an important role in the resolution of detection of subsurface
damage, some simpier laboratox%::xpcriments were conducted with an idealized specimen
during the last quarter of 1991. This provided a means for more clearly determining the
effect of instrumental and physical parameters on the thermal measurements. The sample
is shown in Fig. 4 and consisted of a large block of Macor in which the edge of the block was
considered to represent a well defined vertical defect.

IR Scanner
Viewing Line

Distance from

"Crack”

v'e-———-_—’
Source .-’

Detector Offset ..*"

B® ‘/A' .
: i "~ Line Heating
. L Source
: -
Refergnce : 0
Locations .
A&B :
€ >
7.8mm
Figure 4 Schematic diagram of specimen used for source-detector offset experiments.
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The simplified conditions of this experiment allowed the development of a mode! that
accurately described the real situation for a relatively non-heat conducting gas such as air.
This same model also provided a good initial approximation for other lateral defects,
especially those that block most of the lateral heat flow. The model was evaluated for heat
sources that were small compared with the separation between the heat source and thermal
detector, but the model was more general and could accommodate any heating pattern. It
assumed a planar sample and was developed by inserting a continuum of instantaneous and
localized heat sources in such a manner that duplicated the experimental heating source. A
variety of boundary conditions could then be matched by inserting image hcat charges
defined in terms of the well known method of images, as needed. Experimental conditions
allowed the assumption of a thick plate, but results could equally as well be obtained for a
thin plate.

An exgression for the specimen surface temperature as a function of source-detector
separation, S, and distance, L, from a vertical defect for heating with an infinitely narrow
line source is as follows:

- e (S e (S22
.St 4nx[E"(4at) E‘( 4at

where aiis the thermal diffusivity, x is the thermal conductivity, and E; is the
Exponential-integral function. Figure 5(a) shows this expression plotted in
three-dimensional form as a function of both distance from the crack, L, and time after turn
on of the heating pulse for values of source-detector separation of 0.2 mm and 2.0 mm.
Note that the development of surface temperature with time is quite different for these two
source-detector distances showing concave downward and upward curvative, respectively, at
small times. Also note the significant increase in surface temperature as the distance from
the crack is decreased.

Experimental validation of these results was performed by measuring the
time-development of the surface temperature for a series of source-detector offsets at a
number of positions with respect to the crack. Some of these results are shown in Fig. 5(b)
which gives the temperature-time response for Location A adjacent to the crack (solid
curve) and Location B well-removed from the crack (dashed curve) for source-detector
separations of 0, 0.8, 1.4 and 2.0 mm. Note that the difference between the responses for
Location A and B is not large for an offset of 0 but increases as the offset increases. This
result is summarized in the following table. The contrast ratio is defined as the temperature
at 1 sec for Location A divided by the temperature at 1 sec for Location B and provides a
measure of the relative visibility of the ‘crack’ for different offsets.

Offset (mm) Temperature at 1 sec Temperature at 1 sec  Contrast Ratio
Location A Location A
0 5.8 54 1.07
0.8 5.5 4.2 1.31
1.4 2.8 1.8 1.56
20 1.6 1.0 1.6

Note that although the magnitude of the tcmperature rise decreases as the offset is
increased, the contrast ratio increases. This illustrates the advantage of using a line heating
source and a detection line that are not collinear for detecting vertical defects. Choice of a
source-detector separation that is too large will however produce temperature rises which
are too small to be accurately measured.
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Figure 5(a) Analytical results for detection of vertical crack by lateral heat flow.
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Figure 5(b) Experimental TRIR temperature vs time curves for a series of source detector
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27




Summary

The thermal NDE methods using infrared detection and based on the TRIR method
of analysis have been shown to be able to detect and quantify defects in structured and
composite materials. eriments using spatially controlled deposition of heat have also
shown the importance of lateral heat flow and has demonstrated that shaping the heating
source affects image contrast in TRIR images. This enhances TRIR’s ability to locate and
characterize vertical defects.

There is excellent agreement between the experimental measurements in composites
and the multilayer model that has been developed. These results point toward further
refinements in the TRIR technique that can make it capable of more detailed analysis of
defects and bond integrity

At this stage in its development, the TRIR method can be used to measure thermal
properties in a material, determine thermal transit times for heat flow through layers, locate
defects including the disbonding between layers in a composite or structured specimen,
image disbonded areas, provide a quantitative measure of the integrity of bonds, and
determine the thickness and bond integrity of coatings.

Plans for Next Year

This particular project will not be continuing in 1992. A new project entitled "Thermal
Wave Studies of Airframe Corrosion" will be started and its objective is to investigate the
application of thermal wave imaging techniques to detection and characterization of hidden
corrosion on airframe structures.
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LIMITED DATA COMPUTED TOMOGRAPHY USING 4 PRIORI DATA

R. A. Roberts
Center for NDE
Iowa State University

Executive Summary

This task is aimed at the development of improved limited angle computed
tomography (CT) reconstruction techniques for NDE of structural components. This is an
important problem in inspections where angular access to a structural component is limited
due to, say, a physical obstruction. A related limited data problem is likewise encountered
when inspecting high aspect ratio components for which X-ray penetration is not practical in
the long dimension. Considerable effort has been directed towards related problems in
medical CT applications. However, the NDE CT application has attributes (as explained
below) not found in the medical problem, which, if exploited properly, could signiticantly
improve the quality of limited data reconstructions beyond that Yrovxded by inedical
application algorithms. The objective of this work is to develop limited data CT algorithms
which compensate for the missing data through the exploitation of the a priori known
attributes of a structural component.

The a priori known attributes of a structural component might be in the form of an
explicit specification, such as a CAD drawing of the intended geometry and composition of a
component, or the information may be of a more implicit nature, such as knowledge of the
class of flaws (cracks, dimensional abnormalities, density gradients etc.) to be detected. The
objective of this project is to develop means to incorporate both explicit and img:licit a priori
data into the reconstruction process. Work to date has targeted the problem o
reconstructing compact flaws, such as cracks and dimensional abnormalities. Specifically,
the project is aimed at developing an algorithm which i.) incorporates CA%eometry and
composition information such that the reconstruction is as "close” to the CAD drawing as
possible, and ii.) discrepancies between the CAD information and the reconstruction are as
compact as possible.

Primary focus in calendar year 1991 was the incorporation of CAD drawing
component geometry and composition information into the limited an§le CT reconstruction
procedure. This task utilizes the "support minimization" concept developed in the initial
year of the project (FY90) to spatially register the a priori information, and to reconstruct
any flaws (cracks, etc.) as compactly as is permitted by the available experimental data.
Specific accomplishments include:

*  Development of limited data CT algorithms to:
i)  variationally register a priori data

if)  reconstruct data by minimizing support of difference between a priori
and measured data

iii) smooth images while maintaining complete consistency with measured data
. Verification of algorithms through application to experimental data sets
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Background
A. General

The project addresses the problem of computed tomographic (CT) image
reconstruction when the available data is insufficient for an acceptable reconstruction. Such
situations commonly arise in NDE applications where angular access to a component is
limited, such as the inspection of panel-like structures (e.g. wings). Data can also be limited
when inspecting high aspect ratio structures due to excessive X-ray attenuation in the lon
direction of the component. Similar problems are encountered in medical applications o
X-ray CT. However, limited data CT of structural materials is a potentially more tractable

roblem than the medical counterpart due to the lesser complexity of the structures
involved. As an example, NDE applications often require the detection of isolated cracks in
an otherwise homogeneous material. In this case, the homogeneity of the material presents
an extremely powerful symmetry to be exploited which is absent in medical applications.
Likewise, the compactness of the defect is a potentially powerful attribute to be exploited.
Furthermore, in many structural applications, comFlete geometric and compositional
information of the defect-free component are available, often in the form of a CAD
drawing. Due to this wealth of additional information available in the NDE application, it is
conceivable that significant improvements in the reconstruction of limited data are
attainable beyond what is provided by current medically-based approaches to the problem.

Attempts previous to this project have been made to utilize a priori component
geometry information in the reconstruction process. In this previous work, missing
projections are replaced by synthetic projections calculated from a CAD drawing of the
component. Two significant problems are associated with this approach. Firstly, utilizing
explicit a prionl geometric and compositional information requires the registration of the a
pnori data with the available measured data. This problem proved quite formidable due to
the extreme sensitivity of reconstruction artifacts to data misalignment. Secondly, the a
priori data contains no information regarding unknown defects, so that even with perfect a
priori data alignment, any flaws present will still reconstruct poorly. Thus approaches are
needed which incorporate more abstract forms of a priori information, such as flaw
compactness or material homogeneity. Previous efforts in limited data CT utilizing a priori
component geometry information are described in references {1-3]. Less effort has been
directed towards exploitation of more abstract forms of a priort data. An approach similar
in intent to that reported in this document is the work by 'Fam [4] which constructs a convex
hull to limit the support of the reconstructed object. However, the work reported here
seeks not to impose an a prion specified convex hull, but rather to determine the hull of
smallest area (or volume in 3-D) possible, as will be seen in the technical discussion below.

B. Project

Efforts in the first year of the project (FY90) addressed the problem of incorporating
more abstract forms of a priori information into the reconstruction. A scheme for
optimizing functional measures of image attributes was devised. In this approach, abstract
notions of image attributes such as "smoothness" and "compactness" are quantified by
operating on the reconstructed image with an appropriate functional, and this functional is
optimized such that the reconstructed image remains completely consistent with the
measured data. Using this approach, the problem is transformed into one of determining i)
what image attributes is the reconstruction known a priori to possess, ii) which of these are
the most significant, i.e., will yield the most image improvement when optimized, and iii)
what are effective functional measures of the identified attributes? Experimentation in the
first year of work identified the compactness of a reconstructed object to be an extremely
significant attribute when reconstructing structural objects and/or isolated flaws such as
cracks or inclusions. An algorithm was developed which measures and minimizes the area
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occupied by the reconstructed object, i.e., the algorithm minimizes the support of the object.
The applicability of the concept of support minimization to the reconstruction of various
classes of objects was examined, as reported in ref. [5]. There it is demonstrated how the
principle of support minimization can be applied to effectively reconstruct compact, high
contrast objects using an extremely limited amount of data. The effectiveness of the
algorithm in reconstructing a flaw-like object is demonstrated using 90 degrees out of the
180 degrees of projection data required for a "complete” data reconstruction. The
applicability to complex geometry ubjects (turbine blade) is demonstrated. In addition to
the limited angle problem, examples of application to attenuation-limited data are also
shown. A quantitative comparison is made of the reconstruction of a "seeded" inclusion in a
turbine blade using both complete data and severely attenuation-limited data, which
demonstrates the power of support minimization in reconstructing this class of objects. At
the conclusion of the first year’s effort, a tool had been devised to compensate for missing
data when reconstructing compact isolated flaws for which explicit geometric a prioni
information is unavailable. At that juncture, the project was poised to incorporate this
capability into an algorithm which also utilizes explicit component geometry and
composition information, such as CAD files.

Objective and Scope

This project has focused on a specific class of problems, namely, the imaging of
compact isolated defects (e.g. cracks, inclusions, and dimensional abnormalities) in a
monolithic material structural component. This is perhaps the most generic of NDE
problems, and is likely the most solvable from a limited data CT point of view. In addition
to explicit geometry and compositional information, this problem allow a priori solution
constraints to be drawn from properties such as i) discontinuity in material properties at the
component boundaries, ii) component material homogeneity, and iii) the compactness of
defects. In contrast, the algorithms being developed in this project are not intentionally
targeting problems such as the detection of slight gradients in material density. Results have
emerged, however, which show promise in addressing such problems, and could form the
basis of future initiatives.

The primary objective of this year’s work was the development of a
reconstruction algorithm which incorporates explicit component geometry and
compositional data, and combines this capability with the support minimization concept
developed in the previous year’s work for the reconstruction of flaws for which no expﬁcit
geometry information is available.

The scope of work includes i) the conception of new principles and approaches, ii)
implementation and testing of these new principles and approaches in a synthetic data
environment, and iii) the assessment of resulting algorithm performance and further
refinement using experimental CT data. An intended outcome of this activity is the transfer
of the techniques developed at ISU to others working in the area of limited data CT, both at
Air Force NDE facilities and elsewhere. This could be in the form of the transfer of
software. However, because our new-generation software is quite machine specific, it is
more likely that the transfer will take place through an interaction in which data sets
provided by interested parties are studied using our algorithms, and if the results are
deemed worthwhile, the interested parties would develop their own algorithms based on,
and perhaps improving upon, our models.
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Approach

In initial work, it was determined that an ~lgorithm based on a variational functional
optimization would be most appropriate for this project. In this approach, a functional
measure of solution properties is optimized variationally so as to determine the solution
consistent with the measured data which best optimizes the specified functional. Although
potentially siower and more computationally intensive than other approaches, tnis approach

enerally assures convergence to a solution (although perhaps not the desired solution) even
in the case of highly nonlinear functional operators. This allows efforts to be concentrated
on higher-level conceptual issues, such as what behavior the optimized norm should display,
as opposed to procedural issues such as how to arrange a non-linear iteration for
convergence. Means of accelerating the performance of an otherwise effective
reconstruction algorithm was not viewed as a primary focus of the preliminary research.

The most significant advance resulting from this work to date was the development in
the first year of an approach which seeks to minimize the area occupied by the
reconstructed image. This principle of "support minimization" yields reconstructions
superior to maximum entropy and minimum i3 norm methods when applied to structural
components considered in this report. This fact indicates that object compactness is a very
significant attribute, which, fortunately, most structural objects possess (i.e., structural
elements generally do not diffuse gradually into their surroundings).

A novel approach has been implemented in the incorporation of explicit geometric
and compositional a priori data into the reconstruction procedure. Earlier attempts at
manual data registration (in this project and in the work of others) demonstrated the
sensitivity of reconstruction artifacts on small misalignments of the data, thus indicating the
need for a more sophisticated approacn. A variational technique for data alignment was
implemented which optimizes six registration variables (x-y translation, rotation, x-y scaling,
pixel intensity scaling and mean pixel intensity). The variational data alignment is
performed by minimizing the difference between the a priori object and the reconstructed
object (which, of course, is not initially available). An algorithm was developed which
performs this variational alignment simultaneously with the image reconstruction. The
chosen measure of the alignment was not the integrated squared error, but rather the
minimal support of the diﬂ%:rence between the reconstruction and the a prioni data. The use
of the minimal support alignment has proven effective in the cases examined. The result of
the procedure is that differences between the a prioni data and the reconstruction are made
as compact as possible. Thus compact flaws such as cracks, inclusions, and dimensional
errors are reconstructed very well as seen in the results presented in this report.

The approach adopted for experimental algorithm verification is to remove projection
data from an experimental data set which otherwise yields acceptable reconstructions.
Algorithm performance is then judged by comparison of the limited data reconstructions
with reconstruction of the complete data set. gxperimemal data sets are obtained using the
microfocus radiography facilities at CNDE/ISU, and from other off-site sources.

Technical Progress

This discussion will be limited to measurements represented by Radon projections,
such as projection radiography, although the concepts can in principle be applied to, say,
measurements modeled by diffracting wavefields. gonsideration is restricted to two
dimensions, in which case the inverse mapping can be written

u(r,¢) = j;“def—:h(rcos(()—d))—u)m(e.u)du (1)
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where, in an X-ray measurement, u(r, ¢ )is the attenuation coefficient, m (0, u) represents
the measured projection data and h(s) is a filter function whose Fourier transformh " (k)
approximates |k|. In the examples of this paper, data are assumed to be collected on an
equi-spaced rectangular grid over the 6 ~ u measurement plane (i.e. parallel beam
tomography). The discretized implementation of eq. (1) used in this work is a standard

convolutional back projection algorithm employing a small amount of Gaussian filtering.
The discretized algorithm is represented as a linear mapping by

n, = iZe,lml (2)

where i,j refer to discrete measurement points and image points in the 6 — uand r - ¢ planes,

respectively. It is assumed that the density of the measurement point spacing in the 6 — u
plane is sufficient to yield an acceptable reconstruction when accurate pmi'ecu'on data is
available at all discrete measurement points. For the present purposes, a limited data set is
defined as one for which data at some of the discrete measurement points are unknown, or

"missing.” These data are denoted my. The reconstruction problem in this case is clearly

under-determined, since random values assigned to the m ' will produce a reconstructed
image which is completely consistent with the available data. The problem is therefore to
determine a set m § which yields an image most consistent with a priori information of the

reconstructed image. Stated in the abstract, assume a functional exists F (i1 ) which measures

image attributes for which there are a priori information, such that the minimum of F ()
represents closest compliance with the a priori information. It could be argued that the
desired reconstruction is the one which optimizes this functional, i.e. the desired
reconstruction is the solution to

OF(u)/ 2mP =0 (3)
The objective of the present research is to determine such functionals F appropriate for
applications of interest to nondestructive evaluation.

The functionals examined in this work are operators which can be expressed in the
form

F=fP(u(x))dx (4)

where P(pu(x ))is a scalar quantity determined by
Pu(x)) =L, (n(x)) (5)

where L, (¢ ) is a differential operator. Hence P represents the measure of a local image
property, whereas F represents the global sum of these measures.

The development of primary importance in this work is the implementation of a
functional F (1 )which measures the suppor? of the reconstructed image. The motivation for
this development was the repeated empirical observation that, when non-zero projection
values m; are set to zero within some arbitrary region of the 6 — uplane, the resulting
reconstructed image displays an increase in the number of non-zero valued pixels, i.e., the
non-zero support of the image increases. This observation suggested that an effective
limited data reconstruction scheme might be one which minimizes a measure of the

34




non-zero support of the image. The practical implementation of this notion requires not the
measure of non-zero support, but rather the measure of support above some prescribed
noise level € Hence the penalty P (1 ) should be one which approximates the behavior

P(w)=1, 1u(x)I|>e
(6)
P(n)=0, Ju(x)|<e

More generally, the penalty function should be essentially zero for u(x ) < g and should

asymptotically approach a constant value for i1 - > infinity, i.e., the penalty function should
be bounded. Clearly, such a penalty function will result in a functional F which is non-linear

inj
The svstem of equations represented by eq. (3) will therefore be non-linear in the my.

In the work presented here, a conjugate gradient algorithm is used to solve this non-linear
system, hence it is important that the penalty function have the additional property of

P'(u)>0,pn>0 (7
P’(p)<0,u<0

so as to avoid local minima or plateaus in the gradient search. The function chosen to
approximate eq. (6) is

P(u)=(l+(e/Iud™ ", n,e>0. (8)

Equation (8) approaches eq. (6) as - > infinity, and also satisfies eq. (7). In practice, it is
desirable to set n small (say n = 2) at the initiation of the iteration, so as to provide a larger
gradient at large p (i.e., P’ not too small). This will accelerate convergence to an

approximate result. At the later stages of the op* ‘'mization, n can be increased (say n = 6) to
improve the support minimization.

Other measures of image properties are often desired. In examples which follow, a
measure of image negativity 1s imposed by the following modification of eq. (8)

P(w)=(1+(e/1)" " u>0

(9)
P(p)=n?.n<0

Ec}uation (9) applies a quadratic penalty to negative pixel values. Note that a negative pixel
value is not always non-physical. For example, if a priori information of a component has
been subtracted from a data set, then a void within the component will have a negative

attenuation in the difference image. Thus eq. (9) is not applied universally, but rather only
in cases where a negative pixel indicates the generation of energy.

In examples which follow, it will be seen that the minimal support penalty allows
considerable freedom in the specification of pixel values which are well above the support

threshold ¢, i.e., once the pixel value is significantly above the threshold value, the actual
value of that pixel is of little consequence to the overall measured support. For this reason,
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additional penalty functions can be applied which operate only on pixel values well over the
support threshold, thereby having negligible effect on the total measured support. A simple
nalty function of this type which enforces a maximum pixel value is obtained by the
ollowing modification of eq. (9)

P(1) = (H- o)+ (L +(e/u)™ >,
P(u)=(1+(e/m") L pe>p>0 (10)

P(u)=p?,u<0

This penalty will discourage pixels above the threshold . A second type of penalty applied
to pixel values well above the support threshold provides a measure of image smoothness

through the use of second derivative information. This is accomplished by adding the
following operator to either Egs. (8, 9, or 10)
2
Q=M H(92p)(221)* + H(2%n)o%)"]

M) =1+ (e/m-r DM nzp,

M)=0,n<p, (L)
H(s)=0,s<0
H(s)=1,5s>0

The factor M (1) "turps on" the operator Q when p exceeds a threshold p , which is set
appreciably larger than the noise threshold n, say at 50% of the maximum image value. The
operator Q equals zero when the second derivatives of the image are both zero or less. The
operator is seen to take on non-zero values whenpt >, and eitherp, ., >Oorp, ,, >Q
This operator allows image line profiles to rise sharply, level off, and fall sharply without
penalty, but will penalize any oscillations occurring above the threshold j1 . Thus, this

penalty is, more accurately, a measure of "concavity" rather than smoothness. The observed
effect of this constraint, however, is to smooth the 1mage, and is therefore referred to as

such. The relative strength of this penalty is controlled by the constant factor y.

In addition to the functional measures applied to the reconstructed image, an
additional penalty is available which penalizes negative values of interpolated projection
data mym

w=r3§H(—m;")(m:')2 (12)

As with Equation (9), Equation (12) is applied in those cases where negative projection
values would indicate the generation of energy by the object. Tke relative strength of this
penalty is controlled by the parameter f3.

Comparisons will be made with reconstructions obtained using the maximum entropy
functional, obtained through the use of the penalty function

P(u)=pinjpn/p,l (13)
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The parameter j1 , controls the width of the negative excursion of the penalty curve [§]. This
penalty is seen to be unbounded as p - infinity.

The limited data inversion technique wi! now be demonstrated using synthetic and
experimental data. Results showing the behavior of the various penalty functions are
gresented using limited grojection data derived from the simple half-moon object shown in

igure 1. The image of Figure 1a displays the reconstruction of a synthetic "complete” data
set consisting of 101 translational points and projections at 5 degree intervals. For purposes
of demonstration, half the projections (covering 90 out of 180 degrees) were set equal to
zero. The resulting reconstruction is shown in Figure 1b to be poor. The negative
projection penalty was incorporated in Figures 1-3.

The result of the functional optimization using the penalty function of Equation (9) is
shown in Figure 2a. A threshold e = 0.5y, was used, where j1 .. is the maximum value of

the complete data reconstructed image of Figure 1a, and n = 4. The use of the minimal
support minimization has essentially recovered the shape of the object. However, the image
remains quite non-uniform, and the maximum pixel magnitude exceeds that of Figure 1a by
37% (maximum pixel magnitudes are 0.767 and 1.06 in Figs. 1a and 2a respectively). This is
due to the relative insensitivity of the image support to the large-valued pixels. We are
essentially free to optimize separate measures over the large-amplitude pixels. As an
example of this, the penalty function of Equation (10) which employs a maximum amplitude
threshold, was applied in conjunction with the smoothness operator of Equation (11).
During the optimization, the threshold j1, was initially set at a very large number, then was
incrementally decreased at the conclusion of each of repeated intermediate optimizations.
The decreasing amplitude constraint was observed to decrease the maximum amplitude of

the resulting image, but was seen to have negligible effect on the image support as long as i1,

(b)

Figure 1 Simple geometry reconstructed from a.) complete and b.) incomplete
projection sets.
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was above the maximum pixel intensity of Figure 1a, u ., However, once the threshold fell
below 1., the support of the image began to severely distort. Results are compared in
Figures 2b, c forp,,, = 0.8, and 0.2, resulting in maximum pixel magnitudes of 0.806 and
0.737, respectively. Figure 2b is a nearly correct reconstruction, whereas Figure 2c is quite
erroneous. In Figure 2b, no pixel exceeds j1 4, whereas in Figure 2¢ a large percentage of the
pixels exceeds p,. This implies that the available data requires pixel values above the

threshold in Figures 2¢ but not in Figure 2b, which in turn indicates a measure of the
information content of the available data. The success of the algorithm applied in Figure 2b

is due io the fact that the penalty assigned to large amplitude pixels is more sensitive to local
smoothness than absolute pixel magnitude.

(b)

(©) (d)

Figure 2 Application of support minimization a.) alone, b.), ¢.) with smoothing and
maximum amplitude penalty at b.) .§ c.) .2, d.) maximum entropy penalty.
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Note that, when p, = 0.2, Figure 2c, the penalty function is nearly quadratic, i.e., the
reconstruction is essentially a minimum (L3)2 -norm reconstruction. The penalty function
in this case is unbounded with a monotonically increasing slope. Numerical experimentation
performed to date suggests that any penalty function displaying this qualitative behavior will
yield similar results. As an example, a reconstruction using the maximum entropy penalty
function of Eq. (13) withp, = 0.5 ., (i.e. p, = €) is shown in Figure 2d. Note the similarity
between Figures 2c and d. Both penalty functions are sacrificing the uniformity of the image
and compactness of the image boundary so as to reduce the number of pixels in the largest
range of magnitude.

It is important to stress the fact that all the images of Figures 1 and 2 are completely
consistent with the available data; there is no grounds to prefer any one of the images over
the others based on agreement with the available projection data. Our preference must be
based on other objective and subjective measures, such as close agreement with a
component CAD drawing.

The functional optimization technique is next applied to c?erimcmal data. The
object examined is the metal band attaching the eraser to the end of a wood pencil.
Mono-energetic projection data was obtained at 2 degree intervals using 101 translational
points. The complete data reconstruction of this set is shown in Figure 3a. Anincomplete
data set was fabricated by removing a third of the projections (60 out of 180 degrees).
Reconstruction of the incomplete data set is shown in Figure 3b. The reconstruction

obtained through the application of the penalty function of Eq. (9) with n = 6 and
€=0.17u,,, is shown in Figure 3c.

The primary problem encountered in the incorporation of a priori geometry and
material information in a reconstruction algorithm is the registration of the data with the
measured data both spatially and in magnitude. Six variables are identified as controlling

the registration x-y translation (r o, w , in polar coordinates), rotation (6, ), spatial
magnification (S ), mean intensity (brightness) (/ o), and intensity magnification (contrast)

(A o). The approach to data registration taken in this work is to treat these six registration

variables as additional unknowns to be optimized. An algorithm was developed which fits
the projections of the a priori data to the measured data projections. A projection set

D(6,u)is defined as the difference between the measured projections m (6, u ) (including
the missing projection data) and the projection of the registered a priori data m,(6,u)

DB, u)=1g+Agmo(0-0,,(U~C)Sg+co+rocos(0-wy))-m(0,u) (14

where ¢ and c, are the centers of rotation of the measured and a priori projection sets,
respectively, on the translation u axis. The reconstruction p.oceeds by applying the
variational methods demonstrated in the previous discussion to the difference projection
D(6,u) However, the solution vector includes the six registration variables in addition to
the discrete missing data points m, m. Numerical difficulties arose in the initial
implementation of this scheme due to potential orders of magnitude differences in the
sensitivity of the optimized functional to the registration variables compared to the missing
projection data. A normalization process was implemented in the algorithm which, when
sensing numerical problems, automatically rescales the registration variables to produce
approximately uniform sensitivity to all variables. This modification resulted in a robust
algorithm which has thus far proven free from local minima traps.
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(a) (b) (©)

Figure 3 Application to experimental data. a.) complete data set, b.) incomplete data
set, c.) incomplete data set with minimal support reconstruction.

The registration algorithm is demonstrated using a synthetic projection set derived
from a turbine blade CAD drawing. The data set consists of projections at 5 degree
intervals using 201 translational points, shown reconstructed in Figure 4. This data set
represents the unregistered a pniori data. An "experimental” data set was constructed by
removing every other translational point, rotating the image 90 degrees, then seeding the
data with an additional hole in the blunt end of the blade to simulate an "unknown" tlaw.
The reconstruction of this "experimental” data set is shown in Figure 5a. An incomplete
data set was then formed by removing half the data (90 out of I&cgrees), resulting in the
reconstruction shown in Figure 5b.

Figure 4 Reconstruction of a priori turbine blade data.
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@ (b) (c)

@ (¢) ®

Figure 5 "Experimental” data set seeded with flaw. a.) complete data, b.) incomplete
data, c.) minimal support reconstruction, d.) quadratic registration of a priori
data, e.) minimal support reconstruction with a priori data, f.) image of penalty
function of e.)

The reconstruction was initiated by applying the variational reconstruction algorithm
to the incomplete data set alone (i.e., the a priori data was not used) using Eq. (9) with
n=4,e= .05y ,,..and Eq. (12) resulting in Figure Sc. The reconstruction has improved
significantly, but the holes in the thin portion of the blade are not sharply defined. Next, the
registration algorithm is applied to the difference projection, Eq. (14), using Eq. (8). The |
penalty on negative valued pixels is not imposed on the difference image. To initiate the |
registration, a quadratic fit was performed (i.e. least integrated squared error) by setting |
n=2ande >y, This significantly accelerates the initial alignment of the a priori and |
measured data. Figure 5d shows the reconstruction of the "experimental” data at the
conclusion of the initial registration. Finally, the threshold is lowered toe = .05 ,,,, and
n = 4. The algorithm then fine-tunes the data alignment, and adjusts the missing projection
Points $0 as to minimize the supgort of the difference image. The final reconstruction of the

experimental” data is shown in Fig. 5e. Comparison with Figure 5a indicates good
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algorithm performance. A quantitative indication of agreement between Fig. 5a and e is

provided by Fig. 5f, in which the penalty function P (1. (x ) )is displayed as an image. Note
that the algorithm has reduced the support of the penalty function to a few pixels in the
vicinity of the "unknown" flaw. Figure 5f suggests the use of the penalty function image as a
means for flaw detection, since in the absence of a flaw, the penalty function would be
uniformly zero.

Summary

In summary, a means of compensating for missing projection data in CT
reconstruction has been developed based on the optimization of measures of image
properties, and in tparticular on the minimization of a measure of the image support.
Implementation of these concepts has taken the form of a variational algorithm which
displays robust convergence properties. The behavior of the reconstruction algorithm has
been related to the general qualitative shape of the penalty curve used in the optimization.
A functional measure has been demonstrated which allows the simultaneous, and relatively
independent, optimization of image support and image smoothness. A comparison to a
conventional maximum entropy method demonstrated the superiority of the minimal
support approach in the reconstruction of a compact, high-contrast object. A means for the
variational registration of a priori data has been incorporated into the reconstruction
process. The algorithm (})roceeds by minimizing the support of the difference between the
reconstructed image and the a priori data, resulting in a reconstruction with unknown flaw
data displayed in an optimally compact form. It is conceivable that such an algorithm could
have particular utility in the area of dimensional analysis, due to the compact, high-contrast
nature of the differences between the object and a priori data.

Plans for Next Year

In FY 92, the reconstruction procedure will be reformulated in a mode more
amenable to the handling of large data sets. The existing algorithm is based on a filtered
back projection reconstruction. In this algorithm, the missing projection data serve as the
independent variables manipulated in the norm optimization. This approach has the
advantage of requiring relatively few independent variables, hence array sizes manipulated
in the conjugate gradient minimization can be handled in a workstation environment. The
significant drawback of this approach is that the evaluation of the gradient vector is
computationally intensive, requiring a separate back projection for the evaluation of each
element of the gradient vector. As a consequence preliminary research has been restricted
to array sizes of 200 by 200 pixels or smaller, so that calculations can be performed within an
un-enhanced workstation environment. Alternatively, if the image pixels are designated as
the independent variables, rather than the missing projection values, the calculation of the
gradient vector is relatively trivial. Theb}aroblem with this approach is, of course, that the
gradient vector has N< elements in an N by N image reconstruction. Implementation of
such an algorithm in a workstation environment is limited by memory requirements.
However, because this later approach consists of a large number of relatively trivial
calculations which can by-and-large be performed independently, it is ideally suited for a
parallel computing environment. Therefore, a task to be performed in FY 92 will be to
translate the existing algorithms to this later operational format for execution on a 16,384
F:a%ccss Maspar computer supported by the Ames Laboratory Scalable Computing

oratory.

Emphasis in the upcoming fplanned final year of the project will be placed on
application to existing problems for which high quality experimental x-ray CT data is
available. The ideal situation for algorithm evaluation is a problem for which both complete
projection data and complete a priori data are available. This allows the controlled removal
of projection data, and the reconstruction of the complete data provides an effective
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measure by which to gauge algorithm performance. Work to date has primarily utilized data
obtained with the microfocus CT facilities at CNDE/ISU. These data were adequate for the
greliminary development undertaken thus far, and data collected in-house will continue to

e utilized. Future emphasis, however, will shift towards application to off-site problems.
This will not only provide a greater variety of data for algorithm evaluation, but will also
serve to inform other researchers of the algorithm capabilities. Data being generated by
research %roups also working on limited data CT reconstruction is obviously of particular
interest. Efforts are currently underway to establish contacts for the exchange of data.

The new algorithm format currently under development is based soley on a forward
projection model. This fact has potentially significant implications for future algorithm
development, Fotentially beyond the upcoming year. Generally speaking, the exact
modeling of a forward measurement process is relatively straight forward, whereas the
inversion of the measurement process usually reguires a number of simplifying
approximations to yield a tractable calculation. Fortunately, the x-ray projection
measurement process can be effectively approximated by a linear model, which forms the
basis of back-projection tomograé)hy. 'i:here are, however, x-ray measurement phenomena
which are not accurately modeled as linear, which can introduce potentially significant
artifacts in the reconstruction. For example, measurements using a poly-cgromatic x-ray
source with an energy insensitive detector will display a non-linear relation between
component thickness and photon count. Modeling this measurement with a linear model
results in well-known beam hardening artifacts in back-projection tomography. Formulating
a non-linear inversion formula for this process would be a formidable analytic task.
However, the forward modeling of this phenomena is trivial. Thus implementing a beam
hardening correction will be a simple task within the framework of the proposed next
%eneration reconstruction algorithms. Other non-linear effects such as edge effects could
ikewise be treated in future work.
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LASER-BASED ULTRASONICS

R. Addison
Rockwell International

Executive Summary

The objective of this program is to demonstrate the feasibility of using laser-based
ultrasound technology for the rapid inspection of large area composite structures. This year
we have investigated two key issues that affect the performance of such a laser-based
ultrasonic system: the angul‘;r reflectivity of polymer composite materials, surface coatings,
and surface textures; and the threshold for laser beam damage in these materials with an
without surface coatings. The results of these investigations are critical inputs to the design
and fabrication of a system that will angularly scan a laser beam over the surface of a
structure. The angular reflectivity studies show the rate at which the reflected beam
intensity decreases as the incident angle is increased. The damage threshold studies
determine the ultimate limits for the generation and probe laser intensities and thereby
ascertain if the signal-to-noise ratios will be adequate for an angular C-scan inspection
technique. The results of these studies which are detailed in the report show that it is indeed
feasible to angularly scan the laser beams over a structure while still maintaining an
adequate signal-to-noise ratio. The major accomplishments for FY 91 are listed below:

*  The angular reflectivity measurements have shown that raf id scanning via angular
beam deflection, and also contoured part inspection, is feasible.

. Probe laser beam damage threshold measurements have indicated that signal-to-noise
ratios can be increased in excess of 40 dB by using a high peak power, pulsed probe
laser.

. Generation laser beam damage threshold measurements have shown that ultrasonic
waves of sufficiently high amplitude may be generated with a laser pulse, while
remaining comfortably below the matcrial damage threshold.
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Background
A. General

Laser generation and detection of ultrasound in solids has been investigated
extensively over the past 20+ years. In general, a short duration pulse from a Q-switched
laser is used to generate ultrasonic waves through thermoelastic, ablative or constrained
surface mechanisms [1,2]. To complement the noncontact generation of ultrasound various
laser systems have been developed to detect laser-generated acoustic waves [3,4).

When a laser is used to generate ultrasonic waves, bulk and surface ultrasonic waves
are simultaneously generated. Since a substantial amount of the total ultrasonic energy is
contained in the surface waves [5), they have been widely used for material characterization
and for nondestructive inspection applications. Laser generated surface waves have been
used to detect surface breaking cracks [6] and laser detection techniques have produced
high accuracy surface wave velocity measurements [7,8]. Laser-based methods have also
been used to make velocity measurements in materials at elevated temperatures of up to
1100°C [9-11}.

Of the two requirements, laser-generation and laser-detection, the detection of
ultrasound using lasers has proven to be the more difficult problem. Many optical
techniques have been proposed for detecting ultrasound. Initial studies were based on a
simple optical beam deflection or knife-edge technique [12]. Although simple to
implement, the optical beam deflection technique has largely been superseded by
interferometric techniques, because of their greater sensitivity. Numerous interferometer
systems have been developed, each with their own relative advantages [gt} Typically the
majority of interferometric techniques developed required specimen surfaces which had a
mirror-like finish and angular alignment of the specimen was critical making it difficult to

erform large area scans. However, the use of a time-delay or Mach-Zender interferometer
E}3,14} provided a method to interferometrically examine materials with rough surfaces.

his technique was superseded by the spherical Fabry-Perot interferometer flS] which
provides the advantages of the Mgch-Zender interferometer plus a larger collection angle
for diffusely reflected light. A third type of interferometer, which makes use of a

hase-conjugating mirror, has also been shown to be applicable to rough surface inspection

16]. However, this technique is currently not capable of achieving sensitivities as high as
that of the spherical Fabry-Perot interferometer.

To further improve the signal-to-noise ratio, various techniques have been
investigated for obtaining larger signals from the generating laser. For instance, the
directivity can be significantly changed by adding constraining or absorptive materials to the
specimen’s surface %1 7]. Changes in the directivity can also be obtained by increasing the
incident laser power density until ablation of the surface occurs. The use of arrays of laser
sources has also been investigated for directing or focusing the generated ultrasonic energy
[18]. Other techniques use temporal or spatial modulation to concentrate more of the

fenerzited energy into a narrower bandwidth that better matches the detector’s bandwidth
19-21].

The use of these techniques plus the advances in state-of-the-art laser technology have
led to substantial improvements in system sensitivity. This has led to the use of laser-based
systems for generating bulk longitudinal ultrasonic wave in materials and using them for the
nondestructive inspection of large area structures.
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Currently available automated inspection techniques for airframe structures that use
iezoelectric transducers can only examine limited areas that have large radii of curvature.
anual techniques are used in areas with small radii of curvature. The use of existing

techniques to inspect an entire airframe is both costly and time-consuming and frequently
does not provide a permanent record of the inspection. To overcome these deficiencies, we
have been developing an inspection system, which is referred to as laser-based ultrasonics,
that uses laser-generation and laser-detection techniques. Since the inspection is performed
with ultrasouncg this method provides the advantages that are inherent to this inspection
technique, namely; high resolution, depth resolution of defects and the capability to
accurately characterize damage zones.

The inherent advantages of laser-based ultrasound, compared with other more
traditional acoustic methods which often require the part to be immersed in a water tank,
enables nearly 100 percent inspectability. The most significant features of laser-based
ultrasound include:

*  Anoncontact and couplant-free ultrasonic generation which is also conformal to the
part surface.

. A capability for inspection at oblique angles relative to the part surface.
. A capability for rapid inspection of corners, edges and radii.

*  The potential to scan inside enclosed cavities, and

. Increased ultrasonic generation efficiency from typical surface coatings.

The use of laser-based ultrasound offers significant potential advantages that could
translate into improved in-service inspection capability.

B. Project

This project has been focused on demonstrating the feasibility of using laser-based
ultrasound technology for the rapid inspection of large area composite structures. Our
initial work concentrated on the investigation of the principles underlying the optical
generation and detection of ultrasonic waves in composite materials. ﬁ9,22,13] Usin
model] test specimens, we sought to determine the best way to reliably generate and detect
ultrasound. %en this was successfully accomplished, we directed our activities toward
automatic scanning techniques including mechanical raster scanning of flat panels through
It)he lasef tgﬁams and phased array techniques for electronic scanning of the ultrasonic

eams. [1

The optical detection technique that we have implemented has followed that first
described by J.-P. Monchalin [l%where a spherical Fabry-Perot interferometer is used in
conjunction with a probe laser. Other companies within the aerospace industry are also
working on LBU. However, it is difficult to surmise their progress since these parties have
not reported their work in the open literature.

During FY 90, a thorough study was made of the angular diffraction pattern of the
longitudinal acoustic waves generated in %raphite/epoxy composites with a pulsed laser. [18]
Several significant results were obtained from this study. It was found that the angular
diffraction J)attcrn was substantially the same whether the surface of the composite was
constrained or not. This result was contrary to the conventional wisdom that some sort of
constraint such as tape, a peel ply or a light oil coating would have to be placed on the
surface to enable longitudinal acoustic waves, of sufficiently large amplitude, to be
generated in the material. A second finding was that there was no significant change in the
angular diffraction pattern as the angle of incidence of the generating laser beam was varied
from zero degrees to angles as large as 30 degrees. Although this result was not surprising it
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demonstrates that as the optical spot from a laser conforms to the complex curvature or
sloping surface of a composite part, the resulting longitudinal acoustic beam generated will
propagate normal to the surface. Taken together these two results are very important to the
successful use of this technology for the inspection of large area composite airframe
structures. It means that the inspection can be done without any special preparation or
modification of the composite surface. Further, the laser beam can be scanned over an air
foil having a complex curvature and the acoustic beam will be generated normal to the
surface allowing a complete inspection of the interior volume of the composite panel. These
are key elements of a rapid scan NDE capability for use on aircraft in a depot environment.

These studies provided an adequate foundation for us to study the use of laser
generated and detected signals to synthesize sector scanned phased arrays. We acquired
longitudinal acoustic signals that had been generated with a pulsed laser at an array of 16
peniodically spaced points, and similarly used our laser detection system to acquire
longitudinal acoustic signals at an array of 16 periodically spaced points. For both
configurations, we performed an off-line synthesis of a sector scanned phased array scanning
over a 100 degree sector. The results [18] showed that array techniques work well in an
isotropic material such as aluminum and for small vector angles can also be used in the
anisotro%)ic Gr/epoxy composite material. This ability to form arrays of acoustic transducers
that conform to sloping or complex curved surfaces allows the laser generated and detected
acoustic beams to be directed and focused as is now done with focused piezoelectric
transducers. Further this method of array generation with its surface conforming
capabilities offers a way to avercome a significant barrier to the widesgead use of phased
arrays in the NDE field. Heretofore to use a sector scanned array for NDE applications, it
has been necessary to either have a flat, smooth entry surface onto which the face of the
array could be bonded or to have an immersion system with its associated problems related
to the strong refraction of the acoustic waves at the entry surface of the part. Now the rapid
scan capabilities of phased arrays and their accompanying beam agility can be employed for
NDE applications just as they are now widely used in the medical field.

Highlights of the accomplishments through FY 90 since the initiation of this program
are given below.

. Characterization of laser-generated signals in materials with both constrained and
unconstrained surfaces.

*  Analysis and experimental characterization of operation of spherical Fabry-Perot
interferometer.

. Testing of integrated LBU system using composite specimens.

. Operation of LBU system in automated C-scan mode with flat and curved test
specimens (both composite and coated metal materials)

. Demonstration of feasibility of phased array operation-characterization of angular
diffraction spectrum of thermoelastic source and synthesis of 16 element transmitting
array and 16 element receiving array.

Objectives and Scope

The objective of this program is to demonstrate the feasibility of using an integrated
source and detector for laser-based ultrasonic nondestructive inspection. The system will be
designed with the intent of eventually applying the concept to the inspection of large-area
composite airframe structures including the automated inspection of integrally stif%cned and
complexly curved composite structures. The concept resulting from this work will need to
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be insensitive to environmental disturbances typically found in industrial and Air Force
depot inspection areas. The concept must have sufficient sensitivity to detect flaws of
interest without causing surface damage to the part under test.

The specific objectives for FY91 were to determine both the generation and probe
laser beam damage thresholds in composite materials so that signal-to-noise can be
maximized while remaining in a nondestructive regime. Furthermore, it was necessary to
determine the changes in signal-to-noise ratio as the probe laser angle of incidence was
changed from 0° to 45°. This was to simulate the conditions which would clearly arise if
contoured parts were inspected or a rapid scanning system were developed based on
angular beam deflection.

The scope of this program includes: 1.) improvements in the generation and detection
efficiencies fcr LBU, 2.§)thc development of a scanning system to rapidly manipulate the
generating and receiving laser beams. We envision a system that consists of generation and
probe laser beams that are scanned over the surface of a composite airframe structure or
the surface of an engine component. The generation laser would thermoelastically generate
elastic waves in the part. These waves would propagate through the part and reflect from
flaws such as delaminations, voids, inclusions, etc. The reflected echoes would propagate
vack to the entry surface where they would cause a displacement of that surface. This
surface displacement would be detected using the probe laser in conjunction with an optical
interferometric technique.

Appivach

To fully realize the high-speed scanning capabilities of a same side laser-in/laser-out
inspection system the laser beams must be deflected across the part surface, as depicted in
Figure 1. In addition to rafid inspection, a need exists for inspecting curved and complexly
shaped parts. In contrast to an LBU system conﬁﬁuration scanning flat parts with a normal
angle of incidence, inspection of curved parts (or flat parts via angular deflection of the laser
beams) dictates that the probe laser angle of incidence is variable, with the extent of the
angular variation depending on part geometry. Generally, laser light incident on a rough

Curved Composite
Panel

Inspection
Region

Figure 1 C-ucept for angular deflection of laser beams to provide rapid scanning of
curved and complexly shaped parts.
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surface will be scattered diffusely into a large solid angle with a large amplitude specular
reflection superimposed along the angle of reflection. The relative distribution of the
specularly and diffusely reflected wavefields is a function of surface texture. This results in
an LBU system sensitivity variation that is directly dependent on the angular reflectivity
properties of the material being inspected. To successfully implement rapid inspection of
curved (or flat) components using an LBU scanning system which incorporates angularly
deflected laser beams, the optical power backscattered from the part surface and received
at the output photodetector of the spherical Fabry-Perot interferometer (SFPI) must be
sufficient to permit detection of ultrasonic signals. To this end, the FY91 we have
determined the extent of the changes in signal-to-noise ratio by measuring the amount of
light reflected from the surface of various reinforced polymer composite parts, as the probe
laser angle of incidence was varied. It is also important that the generation and probe laser
powers be controlled so that a suitable compromise is reached for high inspection sensitivity
while remaining below the thermal damage threshold for the composite materials. The
damage thresholds were determined using microscopy techniques to characterize the level
of surface damage as the generation and probe laser power densities were increased.

Technical Progress

To determine the extent of signal-to-noise ratio (SNR) variations when using the LBU
system for inspection of contoured parts, angular reflectivity measurements were made for a
number of specimens having different surface textures and coatings applied to the surface.
The data were acquired using the experimental configuration shown in Figure 2, where the
test part was rotated through an angle, ¢, to emulate conditions arising from using an

angularly scanned probe laser beam. The optical power retroreflected along the incident
probe laser beam path and detected at the output of the SFPI was measured as a function of
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Figure 2 Left side-Experimental setup for measuring angular dependence of reflected

optical power from test specimens. Right side-Results of measurements for
six specimens having different surface coatings and textures.
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grobe laser angle of incidence. The data acquired from these studies, also shown in Figure

, indicate that most materials tested exhibited a large amplitude on-axis specular reflection.
Off-axis, the optical power received from the diffusely reflected component decreased at
differing rates depending on the material surface condition. The dashed line in the graph
represents the ultrasonic signal detectability level, defined as the optical power level at
which the longitudinal wave was determined experimentally to be indistinguishable from
noise, on a single shot basis. The first four materials listed, coated with different types of
paint, exceeded the ultrasonic detectability threshold for probe laser angles of incidence in
excess of 45° indicating that ultrasound may be detected, provided the ultrasonic attenuation
of the material is not too great. For a graphite/epoxy composite panel coated with a white
polyurethane paint, a reduction in received optical power of ~ 10 dB was measured as the
angle of incidence was changed from 0 to 45°, corresponding to a decrease in ultrasonic
amplitude of — 20 dB. A peelable retroreflective coating was developed which, optically,
gave an approximately uniform response over the full angular range. Unfortunately,
acoustically the coating was lossy and the reflectivity properties of the coating were
susceptible to damage from the Nd:YAG laser pulses. However, this coating was useful for
inspecting curved materials in which, with our present system SNR, ultrasonic detection was
not possible over the full angular range.

A black graphite/epoxy material was also tested on the tool and bag sides. Neither
side was moditglzdp in any way and the fabric texture was characterized as a fine-wcave. The
reflected optical power from either side decreased below the current LBU system threshold
for ultrasound detectability at angles significantly less than 45°. The specular reflection was
largest from the tool side but that also resulted in the ireatest reduction in received optical
power at off-axis angles. The responses measured with this specimen show that to obtain
adequate s=nsitivity for inspection of uncoated black composite specimens, an increase in
received optical power of 15 to 20 dB, corresponding to an increase in ultrasonic SNR of 30
to 40 dB, is required. This is feasible with current laser technology and will be discussed in
more detail in a Jater section.

To complement the optical data of Fi§ure 2, ultrasonic waveforms acquired from a
graphite/epoxy panel (coated with white polyurethane paint) for probe laser angles of
incidence of 0° and 45° are shown in Figure 3. As predicted by the angular reflectivity data,
the ultrasonic amplitude was reduced by just over 20 dB when the incident angle changed

from (° to 45°. Note that for this specimen, the apparent noise eviu_nt in Figure 3 caused by
acoustic reverberations within the material, has a much higher amplitude than the
fundamental shot noise limit. These optical and ultrasonic results verify the applicability of

using LBU for inspection of curved components, where the probe laser angle of incidence
varies.

- To generate ultrasound in the nondamaging thermoelastic regime, the LBU technique
relies on a thermal expansion which takes place at the material surface [1]. Unlike
conventional ultrasonic techniques, the efficiency of ultrasonic generation with a laser
depends on the transduction properties of the material as well as the amount of laser energy
deposited at the material surtace. However, damage in composite materials occurs if the
incident generation laser (or probe laser) peak power level exceeds the thermal damage
threshold for the material. The laser damage studies have been separated into two regimes,
characterized as cosmetic and structural damage. Cosmetic damage is defined as surface
discoloration within the illuminated region, without any degradation of the material
integrity. Structural damage is defined as partial or total removal of the epoxy layer,
resulting in exposure of the underlying fiber matrix and possible fiber breakage. Thus a
compromise must be made between improving the detectability of ultrasonic waves and
remaining below the material damage t' . -shold.
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incidence of (° and 45°.

One graphite/epoxy and three bismaleimide %BMI) composite materials have been
irradiated with Q-switched Nd: YAG laser pulses of 15 ns duration (full- width-half-
maximum) which is used in the LBU system for ultrasonic generation. For each material, 10
samples were irradiated with a single laser pulse with energies ranging from 17 mJ to 190 mJ
and a laser beam diameter of 4 mm at the sample surface. While more sensitive analysis
methods are certainly available, microscopy techniques were chosen for evaluation of the
material surface condition after laser irradiation. Scanning electron micrographs (Figure 4)
were made of the surface regions of four BMI composite specimens, which were irradiated
with single laser pulses having energies of 17, 65, 96 and 132 mJ. Note that the weave
pattern in the photographs is an impression in the resin that remained after a peelply layer
was removed after manufacture. The results indicate that at 17 mJ, no visible damage to the
composite surface had occurred. The black marks at the edges of the photograph are
fudicial markers which were intentionally applied to the surface to delineate the region of
illumination. As the laser energy was increased, at ~ 40 mJ a very faint surface
discoloration of the resin appeared within the illuminated area. Increasing the laser energy
to 65 mJ increased the visibility of the surface discoloration. As the laser energy was
increased further, epoxy layer removal occurred exposing the under]ying fibers. The
threshold level for removal of the resin layer was determined to be ~ 65 mJ for
graphite/epoxy and ~ 95 mJ for two of the BMI specimens. BMI was expected to have a
significantly higher thermal damage threshold since it is designed for operation at higher
temperatures. However, the third BMI specimen was damaged at the same level as the
graphite/epoxy material indicating a large statistical variation present between materials of
nominally identical composition. Further studies on composite materials indicated that the
thresholds for both cosmetic and structural damage could be increased significantly with the
application of white polyurethane paint to the material surface.
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Figure 4 Scanning electron micrographs of four BMI composite specimens after each
had been irradiated with a single (15 ns) laser pulse. The pulse energies were
17, 65, 96, and 132 mJ.

Similar investigations were also performed for the maximum probe laser intensity
thresholds allowable for ultrasonic detection in composite materials. Both graphite/epoxy
and BMI composite specimens were irradiated with 400 mW of laser power from the
argon-ion laser used in the LBU system for ultrasonic detection. For each material the
power density at the sample surface was increased by reducing the spot size and both bare
and painted surfaces were irradiated. The threshol er density was determined to be ~
0.375 kW/cm< for an uncoated surface and ~1.1 kW/cm< for a surface coated with white
polyurethane paint. It appears that the reflective properties of the paint increased the
usable power density by a factor of 3. It should be noted, however, that the threshold levels
for damage were difficult to determine, since at that level no damage was visible. However,
a technique was adopted whereby the reflected laser speckie pattern was observed during
illumination. The speckle pattern would no longer be stationary if damage was occurring at
the specimen surface.

Further studies examined the effect of spot sizes of ~ 330, 215, 105 and 25 um with
corresponding power densities of 0.48, 1.1, 4.6 and 81 kW/cm2. After irradiation the
samples (uncoated BMI and graphite/epoxy composites) were examined both with an
o%ical microscope and a scanning electron microscope (SEM). Results from irradiation of
a BMI composite specimen are shown in Figure 5. The results indicate that at sufficiently
h;gh Is)ower derésity levels, damage to the composite surface occurred. For power densities
of 0.48 kW/cm< melting of the epoxy layer was initiated. As was found in the previous
studies of generation laser damag_e thresholds, the graphite/epoxy had a slightly lower
threshold than that of the BMI. Further increases in power density resulted in subsequent
removal of the epoxy layer exposing the underlying fibers. For a power density of 4.6
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Figure 5 Scanning electron micrographs of four BMI composite specimens after each
had been irradiated with a cw laser beam. The intensities of the beams were
0.48, 1.1, 4.6, and 81 kW/cmZ.

kW/cm2 the first five layers of fibers were cut through leaving a hole ~ 40 um in diameter.
Interestingly, at power densities sufficiently high to drill through several layers of fibers, the
damaged zone became elliptical with the major axis always lying in the fiber direction. It is
thought that this is caused by significant heat conduction along the fiber length. Similar
studies performed on the same specimens, this time coated with white polyurethane paint,
resulted in visible damage occurring only for the 25 um spot size (81 kW/cm?2) case. As was
the case for damage caused by the generation laser beam, at the probe laser power levels
investigated in this study, the presence of the white polyurethane paint inhibited structural
damage to the composite.

These results indicate that substantial increases in incident probe laser power may be
realized before the damage threshold is reached, provided the spot size is also increased.
For example, with a spot size of 5 mm, the CW power incident at the surface could be
increased to ~ 70 W resulting in a potential increase in received power of a factor of 150 or
an increase in signal-to-noise ratio of 43 dB. The angular reflectivity measurements have
shown that an increase in signal-to-noise ratio of ~ 30 to 40 dB was required to be able to
inspect uncoated black composite surfaces with the probe laser incident at off-axis angles.
Thus rapid inspection of composite parts by deflecting the generation and Frube laser
beams across the component surface using the LBU system appears to be feasible,
providing the average power incident at the part surface can be increased. This is possible
with current laser technology. Furthermore, it should be noted that the probe laser power
can be increased significantly above the CW threshold level for damage if a pulsed probe
laser is used, thereby reducing the duty cycle. A technique which we will implement is to use
a long pulsed Nd:YAG laser for the probe laser. This laser will have a peak power output of
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about 1 kW. However, since the laser is pulsed and will operate at a repetition rate of 100
Hz, the duty cycle is reduced to 0.6% assuming a pulse duration of 60 ms. The average
power at the material surface is thus reduced to the order of 6W, which should be well
within the damage threshold for the composite materials.

Summary

Angular reflectivity measurements were made on a number of reinforced polymer
composite (RPC) matenals, that had different surface textures and coatings applied to the
surface. The data acquired has identified the relative distribution between diffusely
reflected light and specularly reflected light in the different materials. These data allowed
us to quantitatively determine the probe laser power required to exceed the detection
threshold and detect ultrasonic waves with the laser-based ultrasound system at off-axis

angles out to = 45 degrees. For a black graphite/epoxy specimen (bag side) and a composite
surface coated with white polyurethane paint the results indicated a reduction in ultrasonic
SNR of ~ 20 dB when the probe laser beam angle of incidence was varied from 0 to + 45°,
However, to sensitively inspect the uncoated graphite/epoxy an increase in current SNR of
~ 40 dB is required. This increase is feasible with current laser technology.

Investigations of the maximum incident laser intensity thresholds allowable for
ultrasonic generation in composite materials in the nondamaging thermoelastic regime were
also performed in FY 91. No visible damage occurred in BMI composites or graphite/epoxy
for laser pulse power densities < 20 MW/cmZ (40 mJ). Increasing the incident laser pulse
power density above 20 MW/cm2 (40 mJ) caused surface discoloration within the
illuminated region. The threshold for removal of the resin layer was > 35 MW/cmZ2 (65 mJ)
for one of the BMI specimens and a graphite/epoxy specimen. For the other BMI
specimens the threshold for removal of the resin layer was > 50 MW/cm?2 (> 90 mJ)
indicating a 40% variation between materials of nominally identical composition. Most
importantly, however, every C-scan obtained with the laser-based ultrasound system was
acquired with incident power densities of < 8 MW/cmZ2 (< 15 mJ). These results indicate a
safety margin of at least a factor of 2 before cosmetic damage occurs and a factor of at least
4 betore removal of the resin layer. Similarly, the threshold for material damage from the
CW probe laser was found to be ~ 0.375 kW/cm2 for an uncoated surface. The probe laser
beam configurztion typically used for C-scan inspection of composites with the LBU system
results in a power density of ~ 0.05 kW/cm<, indicating a safety margin of a factor of ~ 7
before melting of the resin layer begins for uncoated composite specimens. For illumination
from both the generation and probe lasers, the material damage threshold can be increased
sitgnificantly by applying white polyurethane paint, which is typically applied to components
after manufacture.

The results of this years studies have confirmed that LBU can be used for inspection
of contoured parts where the probe laser angle of incidence is nonzero. This is an important
result indicating that it is feasible to achieve full high speed scanning potential of a same side

laser-in/laser-out system by angularly deflecting the laser beams across the stationary part
surface.

The laser-based ultrasound system that we have been developing at Rockwell has now
been advanced to a stage where it 1s capable of producing high resolution C-scan images of
reinforced polymer composite specimens. The system operates best on flat composite parts
that have been coated with a paint layer. However, black uncoated composite parts have
also been sensitively inspected from the tool side. The LBU system has also been used for
inspection of a number of curved composite parts. However, the current system
signal-to-noise ratio is limiting the advances that can be made toward realizing the goal of an
in-field inspection system. In addition the current mode of inspection necessitates that the
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part be mechanically translated in front of the laser beams, which is inherently slow. We will
be making significant improvements in the system SNR over the next year by changing to a
pulsed probe laser beam. Increases in speed of inspection will be achieved by using an
angular beam deflection technique in conjunction with a generating laser that can be
operated at repetition rates of up to 150 Hz.

Plans for Next Year

The present mode of C-scanning components with the LBU system is to mechanically
transport the test specimen in front of the generation and detection laser beams. This
approach, however, is inherently slow and would not meet sufficiently high scan rates to be
acceptable for depot or field implementation. To fully realize the high speed scanning
potential of a same side laser-in/laser-out inspection system it is necessary to deflect the
laser beams across the part surface. It is the goal of this next years program to greatly
increase the scanning and data acquisition rates. To implement these enhancements, we
will make a number of modifications to the existing Rockwell laser-based ultrasound system.

It is anticipated that the scanning system will utilize a pair or galvanometers to which
mirrors are attached for precise positionintg of the generation and probe laser beams in a 2D
plane (x-y axes). This proposed method of scanning will eiiminate the need for transporting
large parts through the laser beams.

The present LBU configuration uses a Nd:YAG laser (A = 1.064um) for ultrasonic
generation which is operated at a pulse repetition rate of 10 Hz. In order to increase the
scanning rate we will in ‘estigate the operation of a CO» laser (A = 10.6um) at pulse
repetition rates of up to 150 Hz. With the angular deflection system implemented, and a
repetition rate of about 20 Hz, substant%ally less than its full capability, we will be able to
achieve a target scanning rate of 100 ft.</hr. for a 0.5 inch x 0,5 inch pixel size. Operating
the CO3 laser at 100 Hz imﬁlies a scan rate as high as 625 ft.2/hr. for a 0.5 inch x 0.5 inch
pixel size. To achieve a high scan rate it is also essential to be able to acquire data at a rate
at least comparable to, or greater than, the laser repetition pulse rate. Thus, we will also
investigate techniques for rapid data acquisition and storage.

Additionally, the laser pulse width from the CO3 laser is of the order of 100 ns,
compared with 10 ns for the Q-switched Nd:YAG laser system used currently. By using the
lox;gcr pulse CO3 laser, significantly more ultrasonic energy will be generated in the 1-10
MHez region of the spectrum, which is the frequency range most commonly used for
reinforced polymer composiic (RPC) material inspection. Concentration of the ultrasonic
energy into a narrower spectral band could result in an increase in the system signal-to-noise
ratio of about 20 dB. Thus we will also investigate the generation efficiencies of both CO»
and Nd:YAG lasers. With this increase in generation efficiency, coupled with the results of
the angular reflectivity analysis of last year, we expect to be able to demonstrate C-scanning
capability using angularly deflected laser beams.
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DETECTION OF HARD ALPHA INCLUSIONS IN TITANIUM JET ENGINE
MATERIALS

J. H. Rose
Center for NDE
Iowa State University

Executive Summary

Contamination by nitrogen and/or oxg'gen causes localized changes in titanium jet
engine alloys that can lead to catastrophic tailure. The contaminants cause localized regions
of embrittied metal that can lead to cracking and failure. The embrittlement is due to the
conversion of the alloy’s microstructure from a typical alpha/beta mixture to an alpha phase
that is both hard and brittle (hard alpha). Hard alpha may be present in the part’s interior
and exist in the absence of associated voids or cracks. The problem is to detect these
low-contrast regions of altered microstructure nondestructively and in the bulk of the
material prior to failure. The present project is the theory component of a pair of
experimental/theoretical tasks to develop methods, primarily ultrasonic, to detect and
characterize hard alpha inclusions. The experimental work 1s described in the task:
"Detectability of small flaws in advanced engine alloys."

In this years work (FY91), we focused on validating the new theory of ultrasonic
backscattering from microstructure. First, we reduced the theory to calculation, and then
we compared it with backscatter measurements. Calculable expressions were established
for single phase metals for orthorhombic symmetry or higher; this includes pure beta phase
and pure alpha phase titanium. The theory was found to be in good agreement with
experiment for the single phase materials. Efforts in the last half of this year are focused on
those developments that are needed to reduce the theory tu practice for multiphase
commercial alloys.

The ability to predict ultrasonic backscatter from the microstructure has several
potentially useful outcomes. First, we can predict changes in the ultrasonic signal due to
regions oz altered microstructure. This is important in the design of ultrasonic inspection
methods for hard alpha. Second, since the results connect the acoustic noise to the
microstructure, they may be useful in understanding the relative acoustic quietness of
various titanium alloys. In summary, the results for FY91 are that we:

*  Reduced the theory of backscattering to a calculable form for single-phase materials
with cubic and hexagonal symmetry (generally orthorthomic symmetry).

. Found quantitative agreement between theory and experiment for the first time for
polycrystalline metals.

. Extended the formal theory to multi-phase commercial materials such as jet engine
alloys.

*  Established the effects of surface finish on the backscattered signal under separate
funding (CNDE/NSF).
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Background
A. General

The project problem is to develop the quantitative theory needed to determine the
ultrasonic backscatter from titanium alloys, and to develop techniques for inferring the
properties of the microstructure of the metal from the backscatter signal. This theory is to
be applied as far as practical to characterizing the change in the backscattered signal due to
regions of hard alpha.

Applications range from the very specific to the rather general. First, the
development of a method for reliably detecting hard alpha would reduce the possibilitg of
catastrophic failures known to occur due to the presence of hard alpha. Second, the ability
to model the backscatter of ultrasound from microstructure opens up additional
possibilities. It may be of help in the design of acoustically quiet titanium alloys. The
designers of new alloys generally control the microstructure of the new material by various
metallurgical and thermo mechanical processes. If they have a model that allows them to
estimate the ultrasonic scattering from the microstructure, they will be able to work toward
those microstructures that are acoustically quiet. Finally, the entire body of work
contributes substantially to the development of ultrasonic methods for the quantitative
characterization of materials.

Previous work can be divided into two areas. These concern: first, hard alpha and
second, the backscatter of ultrasound from metals and its use in material’s characterization.
We will discuss previous work on hard alpha first, and then work on ultrasonic backscatter.

There is, at present, no generally accepted method for the reliable detection of hard
alpha inclusions in the interior of a part. Work has appeared concerning the problem of
alpha-case, a hardened region of alpha phase material that occurs on the surface of a part
that has been overheated. The techniques used to characterize this problem, eddy currents
and chemical etching, do not appear to be relevant to the characterization of sub-surface
inclusions. The effects of oxygen contamination in titanium alloys at the 0.1% level were
studied as part of the Navy’s program to develop welding techniques for titanium hulls for
submarines‘xl]. This program included a number of studies using ultrasound and neutron
activation. A set of well characterized alloy samples with varying degrees of oxygen
contamination were produced. These samples were made available to experimental project
(R.B. Thompson et al.). [2] Since the most important contaminant in hard alpha appears to
nitrogen, this previous vork is indirectly but usefully connected to the hard alpha problem.

The major difficulty in pursuing this work has been the absence of a generally agreed
upon quantitative definition of "hard alpha.” This phrase was used as a catch-all for a wide
range of deleterious metallurgical modifications. Detailed information on the acoustic
properties and microstructure are absent although a very substantial effort at obtaining this
information is underway in the experimental component of this program and at the CNDE,
which is attempting to produce well characterized samples with known hard alpha regions.
Hence, the attempt to detect hard alpha suffers from the problem that the target is
ambiguous. This remains a substantial problem to the present time.

In the absence of detailed information on the properties of hard alpha, we have
worked at producing those models that will be necessary to understand tﬁe signal-to-noise of
the inspection process when such information does become available. We have focused on
the general problem of computing the ultrasonic backscatter given the microstructure of
structural metals, in particular, titanium alloys. The ability to model the backscatter will

58




allow us to predict both the incoherent signal from hard alpha as well as the material S%rain)
noise generated by the surrounding normal alloy as soon as reasonable estimates for the
hard alpha microstructure are available. We note that the estimate of the coherent signal
from hard alpha also depends on uncertain material properties; however, computational
methods for this problem are in relatively good shape compared to the backscatter problem.
Hence, our effort has been focused on the development of a quantitative theory of
backscatter.

Most structural materials are polycrystalline aggregates, that is, they consist of many
small single crystals bonded together. The velocity of sound in each microscopic single
crystal is anisotropic. Sound waves propagating in such aggregates scatter energy out of the
main beam due to variations in the velocity of sound from crystallite to crystallite. Such
scattering has a number of important consequences. First, the main beam is attenuated.
Second, the scattering from the crystallites is diffuse and generally incoherent, and tends to
mask signals from discrete defects such as cracks, voids and inclusions. Finally, the strength
and frequency-dependence of the backscattering depend on the material properties of the
aggregate, e.g. the size of the crystallites and the amount of texture. A quantitative theory
will allow us to determine the degree to which such material properties may be inferred
from the backscattered signal.

At the beginning of the project, no quantitative theory existed for the prediction of
ultrasonic backscatter given the microstructure of the solid. However, a fair amount of work
has been done on the characterization of structural materials and biological tissues using
ultrasonic backscatter. Notably, Goebels [3] in a substantial series of work has used the
temporal decay of the backscattered signal to estimate the grain size of metals. This work
culminated in a device that predicts the grain size from the backscatter. The backscatter
signal has also been investigated for the characterization of composite materials and for
porosity in cast metals. Ultrasonic backscatter has also been investigated extensively as a
means for determining the health of biological tissue. {4] These works have provided a
substantial experimental and theoretical base for the development of a quantitative theory
of backscatter.

Other work has been of two kinds. Several authors (e.g. Stanke and Kino, [5] and
Hirsekorn) [6] have developed theories for the attenuation and velocity shift of the main
beam in macroscopically isotropic single-phase aggregates. These theories include the
effects of scattering only insofar as they effect the propagation of the main beam. Explicit
expressions for the backscattered signal were not given. Margetan et al. [7] developed
expressions for the signal due to the backscatter of ultrasound from polycrystalline media as
part of the Air Force program.

B. Project

The first year’s work, FY90, had two major components. First, we made a brief survey
of possible probes for hard alpha detection. Second, we developed a rigorous and
calculable theory for the backscatter of ultrasound from the microstructure,

Two probes were identified as useful for the detection of hard alpha: neutron
activation and ultrasound. We will discuss the progress on neutron activation first since this
material is briefer. Neutron activation works by irradiating and converting part of the metal
to unstable radio nucleides. These radio nucleides decay and emit gamma rays, which can
be detected. The composition of the metal can be inferred by examining the characteristic
energies of the gamma ray. In particular, it appears that the method may be sufficiently
sensitive to detect the trace amounts of nitrogen that are present in hard alpha inclusions.
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Two actions resulted from the identification of neutrons as a possible probe of hard alpha.
First, in 1990, J. H. Rose of the CNDE and J. Bartko of Westinghouse submitted a patent
disclosure with the Ames Laboratory and Iowa State University concerning a device that
uses neutron activation as the starting point for positron emission tomography. As of
January 3, 1992, the laboratory has not proceeded with this disclosure. ﬁowever, we have
been assured that a decision to proceed or not will be made soon. Second, Gray initiated
experiments at the Center for NDE and Iowa State University to test the feasibility of usin
neutron activation to detect hard alpha inclusions under separate CNDE funding. His wor
focuses on detecting contaminants in the sponge that the titanium alloy is refined from, and
on detecting hard alpha in either billets or manufactured parts. Dr. Gray indicates that
experiments at the small ISU research reactor demonstrate the possible feasibility of
inspection by neutron inspection.

The focus of the project’s first year effort was the development for the first time of a
quantitative theory for the backscatter of ultrasound from the microstructure of metals.
Previous work on the sut_ijgct had been empirical and based on various guesses for the
probe-flaw interaction. The current work removes these guesses and establishes the theory
on a systematic basis. The major conceptual advance was to formulate the problem of
backscattering in the time-domain, where most of current experiment is carried out, rather
than the frequency domain, which has been used up to now. The frequency-domain
presents certain technical problems in the development of the theory, the leading order
term in the standard series expansion for the backscattered energy of a plane wave is infinire
and thus nonsensical. Various authors have introduced ad hoc methods for avoiding this
difficulty. The infinite response in the frequency-domain approximation can be traced to
the scatterix_}%‘that in the model occurs for very great depths in the solid and hence at very
late times. The reformulation of the calculation in the time domain allows us to study the
backscattering as a function of time and to limit ourselves to scattering at early times where
the theory can be put on a rigorous and systematic basis. The two major outcomes of the
first-year effort on ultrasound were: (1) a systematic and calculable theory for acoustic
backscatter, and (2) Freliminary development of a method for estimating the material
properties of a metal from the backscatter signal. [8]

Objective and Scope
The overall practical objectives will be described first. Then we will describe the
scientific objectives that need to be met in order to achieve the practical objectives. The
g‘imary practical objective is related to the ultrasonic inspection of jet engine materials.
plicitly, the objectives are:

*  Todevelop the theoretical base needed for the ultrasonic inspection of jet
engine materials.

*  Tofind a means of detecting hard alpha inclusions.
These practical objectives are supported by the following scientific objectives:

. To develop a quantitative theory for the backscatter of ultrasound from titanium
alloys.

*  To develop methods for inferring the properties of the microstructure from
backscattered ultrasound.




The scope of this year’s work is as follows. The theory of ultrasonic backscatter was
reduced to a calculable form for single phase materials, and tested against experiment.
Second, the theory was extended with the intention that one could eventually comFutc the
ultrasonic backscatter from complicated alloys such as titanium jet engine alloys. In this
task, the emphasis was on the mulitphase nature and texturing of the alloy. Third, the
signal-to-noise ratio for hard alpha inclusions was estimated. Finally, the basic theory was
used to establish the reliability of previously used approximations for backscatter, such as
the independent scattering approximation of Thompson et al. [7]

Approach

The basic scientific approach is to develop a theory that describes ihe backscatter of
ultrasound from the microstructure of titanium alloys. This impacts the ins‘pection of jet
engine alloys in two ways. First, in order to estimate the signal from hard alpha, we need to
understand ultrasonic backscatter, since the microstructure of these inclusions have been
altered from the nominal alloy. Second, the noise that will be encountered in the inspection
depends on the backscatter from the surrounding region of normal alloy. Hence the theory
of ultrasonic backscatter determines both the signal and the relevant noise for the detection
of hard alpha. The signal-to-noise ratio for hard alpha inclusions can easily be modeled
once the theoretical development is complete and detailed models become available for the
microstructure of the alloy and the hard alpha inclusions. The development of a systematic
theory for ultrasonic backscatter from metals (polycrystalline aggregates) also has significant
implications for the areas of materials evaluation and materials design.

This project interacts strongly with several other projects. First and foremost, the
present project is the theoretical part of effort at the Ames Laboratory to develop ultrasonic
methods for characterizing the microstructure of solids and detecting hard alpha inclusions.
Further, the present project is highly leveraged by other work carried out at the CNDE.
These projects, if successful, will significantly complement the efforts of the current project.
Other activities (under a variety of funding) include the development of expressions for the
ultrasonic backscatter from textured metal (Ahmed, EPRI), and the provision of samples
with realistic hard alpha inclusions (Brasche, FAA). Gray is investigating further the
feasibility of detecting hard alpha using neutron activation again under CNDE funding for
the early sponge stage of titanium metal processing.

The strength of the approach is due to its very general nature and its applicability to a
wide range of problems. The theory as presently developed is calculable and detailed
results have been obtained and successfully compared to experiment for single phase
materials. Further, the theory can be easily generalized (this work in progress) to
multiphase media such as titanium alloys. As soon as plausible models of the microstructure
of hard alpha inclusions are available, the present theory can be used to predict
signal-to-noise ratios for inclusions of arbitrary size and shape in parts with simple
geometries. The current approach is unique and novel. Up to the present time, there is no
comp]eting, calculable basic theory for acoustic backscatter from the microstructure of
metals. .
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Technical Progress

The technical description of the theory requires a large amount of terminology. These
definitions are contained in the paper "Ultrasonic Backscatter from Microstructure” that
was presented at the Review of Progress of Quantitative NDE, held in July of 1991. Three
new results were presented in this (faper and are summarized in the paragraphs that follow.
First, we showed that the independent scattering approximation used by Margetan et. al. {7]
can be interpreted as the first term in a systematic expansion for the backscattered signal if
the elastic constants are estimated in the Voigt [19] approximation. Second, we gave explicit
formulas for the backscattered power from single-phase aggregates of hexagonal or cubic
crystallites. Finally, a preliminary comparison was made between theory and experiment.

Backscattering in the Independent Scattering A N

The independent scattering approximation is the simplest theory for computing
backscatter from metals. The foundations of the approximation have been somewhat
suspect, since it prescribes that one should add the powers scattered from each grain
(rigorously, it is necessary to add amplitudes not powers). Further, the theory is not entirely
detined, and depends on the choice of a particular reference medium. Below, we will show
that the independent scattering model is the first termin a ?stcmatic expansion of the
rigorous theory if the material properties are statistically independent from grain to grain.
(The assumption of statistical independence from grain to grain is reasonable for
macroscopically isotropic materials. The assumption of statistical independence implies
that the isotropy of the material arises due to uncorrelated relative orientations of the
crystallites.) This systematic expansion removes the ambiguity mentioned above, and
explicitly defines the reference medium. Consequently, the independent scattering
approximation may (within these limits) be used to explore more complex situations: e.g.
textured and multiphase media.

Single-phase polycrystalline aggregates are considered. The material is assumed to be
macroscopically uniform and isotropic; that is, the ensemble average of the material
properties are assumed to be spatially uniform and isotropic. The elastic constants vary
from crystallite to crystallite and will characterized by

Coulr)= §C.',uv’(r). (1)

Here, v/, denotes the characteristic function that is defined to be one inside the I'th
crystallite and zero elsewhere, while the elastic constants of the I'th crystallite are assumed
to be constant and are denoted by cl. We also define the deviation in the elastic constants

6C  (r)= E:(C.‘I/ktVI(r)"Cf;u)’ (2)

Here, c0 is an average elascic constant that will be shown to be given by the Voigt [9]
average in the approximation used in this paper. The following assumptions are made
about the variation in elastic constants. First, we assume that the variation in the elastic
constants is weak | 5C | /C << 1. Second, we assume that the variation in the elastic
constants in different crystallites is stutistically independent. Finally, we assume that the
variation in the elastic constant of the I'th crystallite and its characteristic function are
statistically independent. A general review of wave propagation and scattering from
random media can be found in Ref. 10.
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We briefly review the origin of grain scattering. The velocity within each crystallite is
anisotropic, and consequently depends on the crystallites orientation. Since, the crystallites
are randomly oriented the velocity varies from crystallite to crystallite as does the resulting
acoustic impedance. The variation in acoustic impedance gives rise to the backscattering.
We assume that all of the scattering is due to the contrast in acoustic velocity. That is, we
assume that there is (as expected) no variation in density, p, from crystallite to crystallite,
and we assume that there is no significant scattering that is specifically due to the grain
boundaries and other internal surfaces.

The backscattered signal amplitude, S, is given by the reciprocity theorem as

S(w)= = [ d*yC uCous up e (3

4npc?

Here, u© denotes the displacement field of the receiver that would have occurred in the
absence of the variation in velocity (i.e., for a uniform solid), while u denotes the
displacement ficld in the presence of the velocity vaniations. We use tensor notation;
repeated Roman subscripts indicate summation, while subscripts which follow commas
indicate derivatives. Finally, ¢] indicates the velocity of propagation of longitudinal sound.
The assumption that the elastic constant deviation is small allows us to evaluate the
scattered signal in the Born approximation. That is, we replace u by u® in Eq.(3). We find

1
4npc?

S(w) = [ dy8C y(oous ug 1o (4)

This approximation is expected to be valid for the early time portion of the signal when the
main beam has not been significantly attenuated.

Next, we require that the ensemble average backscattered amplitude be zero; <S> =
0; that is the signal should have zero mean. Taking the ensemble average of (4), we find
that < 6C,; >= Q. This implies (for backscatter evaluated in the Born approximation) that
the elastic constants of the uniform reference space are given by the Voigt average

C?jkl=<ci/‘kl>. (S)

It is interesting to note that if the backscattered signal is evaluated using a more
sophisticated approximation, then the evaluation of the elastic constants of the uniform
reference space becomes more complicated. Tor example, if the scattering is evaluated to
second order in multiple scattering theory, one finds that the elastic constants are given by
the theory of Stanke and Kino [5]. In some measurements made by the experimental
portion of the project, it has been noted that the role of attenuation in the measurement
process is important. In these cases, higher order terms in the backscatter must be
incorporated, and the first such correction implies the use of the Stanke-Kino theory for
attenuation.

The backscattered power is obtained from the amplitude via

P(wW)=<S(w)S*(w)>- (6)
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An explicit formula is obtained by substituting Eq.(4) in (6). One finds

1

P T cormmrreeae—tr———
)= eeny?

fdayfd:’y’ <6Cljk((Y)GCpqrs(yl)> u?,;u:.lu:.qu:,s (7)

Equation (7) is crucial for the rest of this paper. We will show that it has the following
consequences. First, it implies the independent scattering approximation. Second, it leads
to an explicit formula for the backscatter for single phase materials of hexagonal or cubic
symmetry. Finally, it permits us to make a preliminary comparison of theory and
experiment.

We will now show that the independent scatterin% model is implied by Eq. (8) if the
average elastic constants are obtained from the Voigt (9] average. The independent
scattering approximation as used by Marfetan et al. [7] is defined as follows. First, one
calculates the longitudinal to longitudinal scattering amplitude, A, for a single crystallite in
an isotropic background medium. The power backscattered from such a single crystallite is

equal to| A |2 Within the independent scattering amplitude, the total backscattered power
is assumed to be

P(w)=N <|A*>> - (8)

Here N denotes the total number of crystallites in the active volume of the transducer. A
denotes the L-L scattering amplitude in the Born approximation, which for a particular
crystallite is defined to be

AC ikt
4npcs

fd3YY(y)U?.ju:.z' (9

Here, A cdenotes the difference between the actual elastic constants of the crystallite and
some homogeneous and isotropic reference medium; the actual choice of the reference
medium is ambiguous within the usual form of the independent scattering approximation.
For example, should one determine the elastic constants using the Voigt average B], the
Reuss average [11] or perhaps one of the more sophisticated average such as the Hashin
and Shtrikman 1[12] bounds? As we show below, Eq. (8) can be interpreted as the first term
in a systematic expansion if the Voigt approximation is used. If we substitute Eq. (9) in (8),
we find that the independent scattering approximation implies

< ACijlclAcpqrs
(4npc;)?

>
Jasy [ty o) g s ur, 0)

We now show that the general expression for P that was derived from the reciprocity
theorem reduces to the independent scattering approximation. We start by considering the
elastic constant correlation function that appears in Eq.(7)

<BC  (F)BC o (r)> =T 5 <BcjybChes> <Y (P)Y'(r)> - (11)
t J
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Here, we have used the fact that the elastic constant variation and the characteristic
functions are assumed to vary independently. Next, we remember that the deviation in the
elastic constants is assumed to vary independently from crystallite to crystallite. This implies

that < &c¢'6c’ >= 0, unless I = J. This is the crucial point, the elastic constant variation is
assumed to vary independently from crystallite to crystallite, and consequently the double
sum reduces to a single sum over I. That is we can calculate the backscattering from each
crystallite and then sum. Consequently, the general expression obtained from the
reciprocity relation reduces to

<Ocyubde rs > . p o 0 o
P=N (4;ilpcp;2 fd33/fd3y <Y(Y)Y(y )>ul jup uy quy - (12)
1

Here we have used the fact that <y'y' >and <6c'6c' > are the same for all crystallites,
since the material is homogeneous on the ensemble average.

The reciprocity formulation, Eq.(12), for the backscattered power is identical with the
independent scattering model formulation, Eq.gl()), when both are evaluated in the Born
approximation and the reference medium is defined by the Voigt average. This equivalence
has several important consequences. First, it verifies the use of the independent scattering
approximation in the set-up and analysis of experiments. Second, it completes the
independent scattering approximation by providing a precise definition of the uniform
reference medium. Finally, it provides a systematic method of deriving corrections to the
independent scattering approximation.

ic att

An explicit formula for L-L backscatter from polycrystalline materials of hexagonal (or
cubic) symmetry can be obtained from Eq.(12). First we note that the incident field u© can
be written as

[ tkéd-x o

ul=e*" e , (13)

i

and that translational invariance implies that the correlation function < yy >depends only

on the difference in coordinates. After obtaining the appropriate normalization constants,
one finds

<vol?>

<v(y(r>=—¢

p(r-r’): (14)
Here, vol denotes the volume of a grain, while Qdenotes the volume of the sample.

Further, p is the probability per unit volume that the line segment defined by r-r’linesina

single crystallite; i.e. that the points r and 1" lie in the same crystallite. Using Eqs. (13) and
(14) in (12) yields

<Gcilklétélékélﬁcpqrsépéqe e, > 4<UOlz>
2
(4upc?) <vol>

P(w)= fd“up(u)ez”“"“- (15)
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The 2nsemble average over the elastic constants can be carried out explicitly, and one
obtains {13]

- Q s<vol®> 3 2ike-u
P(w)—(zmpc%)zk o) Gup(u)e . (16)
where
Q=(192C%, - 128C,,C,3+48C2;-256C,,C4y+ 32C,3C43+ (17)

+112C2,-256C,,C,y+ 192C,5C,, + 64C4,C,, + 192C2,)/ 1575.

Here, C11, C1, etc. are the standard contracted notation for the elastic constants.
Aggregates of cubic crystallites can be obtained by setting C13= C12 and C33 = Cq1.

The frequency dependence of the backscattered signal is also of considerable interest.
Generally, the backscatter power, P, depends on the particular form chosen for the
probability function, p. Preliminary experimental work indicates that the probability
function for polycrystalline aggregates can be well represented by an exponential. In
particular, we parameterize the probability function as

p(u)= exp(-u/a)- (18)

bna’

Here, a is a length scale that is on the size of the average crystallite radius. The expression
for the backscatter power that results from substituting Eq.(18) in (16) is given by

Q <vol®> k*
Plw)= 19
(@) (4npc?)? <wvol> (1+(2ka)?)? (%)

Note that the backscatter tends to saturate for ka > 1.

At low frequency the signal rises as a k4, and can be written asymptotically as

<yol?>
P(w)= —L— kL0 29
(4npc?) <vol>

At high frequency, the backscatter becomes independent of frequency (and decreases as
one over a length characteristic of the grain size). Explicitly,

1 Q <yol®> 1
P(w)=— 212 e
16(41[‘_)0]) <vol> ¢

(21)




NORMALIZED BACKSCATTER

Figure 1 Shows the normalized backscatter as a function of frequency as calculated
from an exponential correlation function.

Preliminary C ison With Exper

Experimental measurements of the backscattered power from single phase
polycrystalline aggregates of pure alpha-phase titanium, stainless steel and copper have
been made by Thompson et al. [1114‘1] They quantified the backscatter in terms of a quantity
they called the figure-of-merit. They estimated the average radius and the figure of merit.
We estimated the long wave length limit of the figure-of-merit using Eq.(20), the known
elastic constants, and the radius estimates of Thompson et al. (the relevant quantities are
tabulated in Ref.12). Theory and experiment are compared in Table (1).

Table I Compares Theoretical A&x)ﬁl Experimental Values Of The
)

Figure-Of-Merit (in cm-
THEORY EXPERIMENT
Alpha Titanium (15 MHz) 0.021.0.048 0.035-0.042
Copper (5 MHz) 0.044.0.124 0.060-0.080
Stainless Steel (5 MHz) 0.021 0.032-0.038
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It should be remarked that these signals are 40 or 50 dB smaller than the signal that
would be generated by reflecting the incident beam off a steel plate in water. Consequently,
the most important job of the theory is to correctly predict this order of magnitude for the
signal strength. As we see, reasonable estimates for the size of the crystallites leads to
agreement within several dB’s. More detailed comparisons will require detailed studies of

the statistics of < yy > Such studies are underway.

Finally, we remark that the backscattered power depends on the third power of the
radius of the crystallites. Most of the uncertainty in the theoretical calculation result from
the difficulty in measuring the average grain radius from micrographs. Small variations in
the estimated grain size, 20%, lead to factor of two uncertainties in the predicted
backscattered power. However, the same factor works in our favor if we are attempting to
predict grain sizes from backscatter. Namely, factor of two uncertainties in the measured
backscatter leads to errors of only 20% in the estimated grain size.

Summary

A first principles theory for the power backscattered from polycrystalline aggregates
has been proposed and has been evaluated in the Born approximation. In this
approximation the power varies as frequency to the fourth power and as the crystallite
radius to the third power for wavelengths that are much larger than the crystallite size. For
shorter wavelengths (comparable to the size of the crystallites or shorter) the backscattered
power saturates, and becomes independent of frequency. For these shorter wavelengths the
power varies inversely with the average grain size.

Calculable expressions were given for the backscatter from materials with hexagonal
and cubic symmetry. These expressions were evaluated in the long wavelength limit for
samples of copper, stainless steel and alpha titanium. Theory and experiment agree to
within 3 dB; we consider this agreement to be rather good since the predicted change in
signal is on the order of -50 dB. The variations in the theoretical answers arise due to
uncertainties in the distribution of the radii of the crystallites. In order to remove these
remaining uncertainties we are proceeding as follows. The backscatter is determined by
certain statistical information concerning the sample. For macroscopically isotropic,
polycrystalline aggregates we require both <vol2>/<vol> and p(r-r’), the probability
distribution that the line segment defined by r-r* falls in a single crystallite. We are currently
in the process of evaluating these statistical measures from microphotographs of the
experimental samples measured above. Once available they will allow us to make a precise
quantitative comparison of experiment and the theory presented.

The independent scattering approximation was shown to be the first term in a
systematic expansion for the backscatter wher the uniform reference medium was defined
by the Voigt average of the elastic constants. This result is important for two reasons. First,
it justifies the experimental data analysis method of Margetan et al. Second, it provides a
simple method for analyzing more complicated solids, such as textured materials or
multiphase alloys.

Finally, the theory developed in this work will be useful in determining if regions of
altered microstructure (such as hard alpha inclusions in Ti) occur in a sample. First, it will
allow us to understand the grain scattering from normal titanium. The detection of hard
alpha implies that we can discriminate it from this background. Second, the presence of
hard alpha inclusions would cause changes in the incoherent backscattered signal. If the
backscatter from hard alpha is significantly larger than from the host material, it might
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provide a method for the detection of hard alpha. Finally, and more generally, the results
presented in this paper can be used as the basis of a method for inferring the average grain
size as well as the average strength of the acoustic impedance variation.

Other aspects of the work have been published in two references. These paﬁers
examine the role of multiple scattering [15] and relation of the microstructure to the
backscattered noise. [16]

Results in addition to those stated above are as follows. First, the backscatter
coefficients (see e.g. Eqs. 16 and 17zlwere determined for single phase materials of arbitrary
crystal symmetry (orthorhombic or higher). Second, the backscatter coefficients were
calculated for pitch-catch geometries (again to the same level of detail as Egs. 16 and 17).
Third a general formulation of the theory was achieved for multiphase alloys with general
texture. We note that Dr. Ahmed, in collaboration with R. B. Thompson under EPRI
funding, is developing computable equations for backscatter from textured media (intended
in this case to model austenitic steels%. Substantial insights have been developed that
connect ultrasonic backscatter with the attenuation of the ultrasonic wave by the material.
These insights will provide the key to incorporating the attenuation into the estimate of the
backscatter coefficient. Finally, Margetan and Thompson have presented model results for
the signal-to-noise ratio of hard alpha inclusions. A number of technical challenges remain
in order to estimate the backscatter given the microstructure. These challenges will be
discussed immediately below.

Plans for Next Year

The understanding and quantification of the ultrasonic noise generated by the
backscatter of ultrasound from the microstructure of metals, such as titanium, wil} continue
to be our principle scientific goals. As this understanding is attained, we will integrate it with
our primary engineering goal: the engineering design of a system for the ultrasonic
inspection of commercial engine alloys. We will also continue to monitor the experiments of
Gray and others that are designed to show the feasibility of using techniques other than
ultrasound to detect the presence of nitrogen contamination in the sponge material from
which the titanium is refined, and hard alpha inclusions in finished titanium parts.

The primary technical challenges that remain in the prediction of backscatter noise
are as follows. First, we will develop a method for determining the microscopic acoustic
properties of a given crystallite from measurements of the microstructure. Second, we will
develop computable expressions for ultrasonic backscatter from multiphase materials (such
as jet engine materials). Third, the effects of texture and preferential grain orientation will
be studied since they appear to be crucial for understanding titanium alloys. Fourth, the
effects of prior grain structure and the consequent correlation of grain properties will be
studied; again, because of their importance for titanium alloys. Finally, we will establish the
reliability of the current theory, which is based on a single scattering approximation, by
estimating the second order terms.

At all stages the theory will be compared with the results of measurements as they
become available. In particular, any experimental ultrasonic measurements of hard alpha
inclusions will be the focal point of the theoretical effort. At present, an effort is being made
at the CNDE to construct samples with hard alpha inclusions. The theoretical effort will be
focused on these samples as they become available; we will focus on these samples until
ultrasonic measurements made on them are quantified and understood.
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We will also seek to establish the general qualitative ways that the backscatter noise
depends on complex microstructures, such as those that occur in titanium alloys. The thrust
of this work is to provide that basic work that is needed to connect the design of materials
with acoustic properties.

Finally, we will seek to establish the reliability of our theory for the prediction of
ultrasonic backscatter. This will have two parts. First, we will continue to compare our
results with measurement. An important element in this process will be learning better how
to calculate the required input data from microphotographs (and possible other
microstructural studies). In particular, we have to learn how to better extract the relevant
elastic constant correlation functions from such data. Second, we will extend the theory to
include second order scattering terms. The relative size of these terms will indicate the
range of validity of the current single scattering theory.
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ULTSQSONK: DETECTABILITY OF SMALL FLAWS IN ADVANCED ENGINE

R. B. Thompson and F. J. Margetan
Center for NDE
Iowa State University

Executive Summary

This project is concerned with the development of an engineering methodology to
predict the ultrasonic detectability of small flaws in advanced engine alloys. The research
effort is focussed on the particular problem of detecting hard-alpha inclusions in titanium
aircraft engine alloys. Tlgese inclusions result from excess local concentrations of oxygen or .
nitrogen which occasionally occur during processing. Such impurities tend to occupy
interstitial sites and cause excess brittleness. An engineering understanding of their
detectability requires three elements: (1) knowledge of the strengths of the ultrasonic
signals reflected from the inclusion; (2) knowledge of the strength of the competing
backscattered noise signals associated with normal microstructural inhomogeneities such as
grain and phase boundaries; and (3) use of this information to predict probabilities of
detection. During the past year, major progress has occurred in each of these areas.

To estimate the strength of ultrasonic signals reflected from hard-alpha inclusions, one
requires a knowledge of how the elastic moduli and density of the inclusions differ from
those of the host alloy in which they reside. Based on reviews of the literature plus
additional experiments conducied as needed, the influence of interstitial oxygen and
nitrogen on those properties has been determined. It is clear that, at solute concentrations
of a few percent, there are sufficient changes in the moduli to produce significant ultrasonic
signals from hard-alpha inclusions in single phase microstructures. Some questions remain
to be answered regarding the influence on detectability of a related effect, in which the
presence of the interstitial contaminants modifies the microstructure of two-phase
~~mmercial alloys by converting beta to alpha phase.

Durng FY 1990, a phenomenological model was derived for the prediction of
absolute noise levels in ultrasonic inspections, and some preliminary experimental
validations of the model were performed. The model incorporated a figure-of-merit (FOM)
for grain noise severity which depended soley on the microstructure of the specimen.
However, in FY 1990, no computable expressions were available defining this relationship
quantitatively. Other model factors were introduced which described the influence of the
measurement system on the observed noise level. During FY 1991, the model was put on a
much firmer theoretical foundation by the work of Rose in a companion task, which
included the derivation of a forr 1la relating the noise FOM to grain size and single crystal
elastic constants. A much more extensive set of validations of the noise model, including
this expression for the FOM, were alsc completed. For single-phased alloys, absolute
comparisons between theory and experiment were in agreement to within a factor of 2. This
level of agreement is considered to be quite good since the model contains no adjustable

arameters and the predicted average noise level is tygically 50-60 dB below a measured

ront-surface "reference" signal. In two-phase alloys, the component of the theory relating
the noise FOM to the microstructure is not yet complete. However, a technique has been
developed which makes it possible to determine this FOM experimentally. The FOM has
been found to vary significantly from sample to sample and with direction within a given
sample in a suite of commercial alloys. An approach has been defined which we believe will
lead to a quantitative understanding of the origin of these microstructural variabilities.
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Given the present level of our understanding of signal levels and noise levels
encountered in the detection of hard-alpha inclusions, some illustrative calculations of
signal-to-noise ratios have been performed. Amon? the conclusions reached is the

importance of proper beam focussing as a means of enhancing the detection of hard-alpha
inclusions.

In summary, during FY91 we have:

. Determined the effects of interstitial oxygen and nitrogen on the elastic constants of
alpha titanium.

*  Shown how to define a noise figure-of-merit (FOM) which is a material property
essential to detectability calculations.

. Developed experimental techniques to measure this FOM.,

. Shown that measured FOM values are in good agreement with first-principles
theoretical predictions in single phase alloys.

. Studied experimentally the anisotropy and sample-to-sample variability of the FOM in
two-phase, commercial alloys.

*  Performed illustrative detectability calculations based on the signal-to-noise ratios
expected in various inspection situations.
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Project Background
A. General

As advanced materials are introduced into aircraft engines, operating under higher
temperatures, at greater stresses and for longer lives, the need to detect small, internal
defects becomes increasingly important. Ultrasound is often the preferred form of
interrogating energy because of its ability to penetrate to the interior of the components.
However, energy reflected from microstructural inhomogeneities such as grain boundaries

roduces a background noise which can inhibit the ability to detect reflections from small
internal pores, cracks or inclusions. This project was initiated in response to the general
need to better understand the physical factors influencing the detectability of such flaws.
Such understanding can be used for such purposes as the development of criteria to predict
flaw detectability in alloys with particular microstructures, the design of improved ultrasonic
systems for detecting defects and the development of improved material processing
procedures which produce "low-noise" microstructures and hence enhance detectability.

Certain key scientific elements are presently missing and must be developed in order
to satisfy this need. In general, there is a good understanding of the principles governing the
strengths of signals reflected from defects [1], although the inputs to the theories, i.e.
material properties, are not always well known for particular cases. However, such is not
the case for noise signals. Certain general features have been known for a long time, e.g. the
fact that at low frequencies the noise will increase as the square of frequency due to
Rayleigh scattering. More recently, quantitative attention has been placed on
understanding the rate of decay of noise signals and using this information to study
attenuation and material properties. Important pioneering work was done by Goebbels,
who demonstrated the ability to determine grain size from backscattering measurements in
g_arts in which only sin%]e-sided access was possible [2]. Within the Advanced NDE

echnology Program, Tittmann and Ahlberg studied the attenuation and backscattering
noise in nickel based alloys and demonstrated the important contribution that can be made
by microporosity [3]. In the context of developing techniques to measure porosity in cast
aluminum, Nagy, Adler and Rypien studied the relationship of the decay of the noise signals
to the attenuation that would be observed in a coherent pulse-echo measurement, and
demonstrated some fundamental differences between the two [4,5]. However, prior to the
present work, there has been little effort devoted towards quantitative study of the absolute
level of the noise, as needed to make detectability predictions. One exception is the work of
Gray and Thompson [6,7}, also conducted in a previous project of the Advanced NDE
Technology Program, which serves as the starting point for the work reported here.

B. Project

Failures of rotating comporents in aircraft engines have demonstrated the difficulty of
detecting metallurgical defects in commercial alloys. An important case is the problem of
detecting hard-alpha inclusions in titanium alloys. Here, the cause for structural concern is
the embrittlement of the alpha phase of commercial titanium alloys by the presence of
oxygen or nitrogen impurities in interstitial sites, a condition occasionally introduced during

rocessing. The development of a better understanding of the detectability of such
inclusions is the primary focus of research in this project, as well as the companion
theoretical project being conducted by J. H. Rose. Development of an understanding of
flaw detectability requires two pieces of information; a knowledge of the strength of signals
reflected from the metallurgical discontinuities, known as hard-alpha inclusions, and a
knowledge of the absolute level of the backscattered noise, as influenced by the
microstructure of the material and various parameters of the ultrasonic measurement setup.
Work has been undertaken to develop models which quantitatively predict this information.
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During FY 1990, efforts were devoted towards demonstrating the feasibility of
quantitatively predicting detectability for ultrasonic detection of interior flaws. The
fundamental reason that detection of hard-alf)ha inclusions is difficult is the fact that their
density and elastic constants differ only slightly from those of the host medium and hence
they scatter elastic waves only weakly. From the perspective of predicting signal strengths,
this weak scattering has the advantage that the Born approximation [8] to scattering theory
becomes an accurate, comnutationally simple, approximation. In order to make predictions
of the signal strengths, one need only know the elastic moduli and density as functions of
position within the inclusion. The Born approximation can then be used to predict the
scattering amplitude, a fundamental quantity defining the strength of the scattered
ultrasonic signal, in terms of integrals whose integrands depend on the deviations of the
moduli and density of the inclusions from the values of the host. For spheroidally shaped
inclusions, simple analytical expressions can be obtained. For more complex shapes, the
results can be expressed in terms of the spatial Fourier transform of the shape of the
inclusion. Using such scattering amplitudes as inputs to the ultrasonic measurement model,
developed previously in the Advanced NDE Technology Program [9], one can compute the
actual signal that would be observed in a particular experimental situation.

When applying this methodology to hard-alpha inclusions, one finds that the major
cause of scattering is the change in the elastic moduli of the alpha phase of the titanium
associated with the oxygen and nitrogen interstitials. In FY 1990, preliminary experiments
were performed to assess the magnitude of these moduli changes since these values are
needed as inputs to scattering calculations. It was observed that the ultrasonic wave
velocities in the inclusions could vary from those of the host medium by several percent.
Based on that finding, estimates of backscattered signal strengths were made for ultrasonic
inspections of hypothesized hard-alpha inclusions of various sizes. These studies revealed a
number of other factors which could also influence the wave velocities and hence signal
strengths for the hard-alpha inclusions. Studies of those effects were continued in FY 1991
as discussed in the Technical Progress section.

The ability to detect these weak flaw signals is limited by the presence of
microstructurally related noise. Numerous studies of ultrasonic backscattered noise had
been made in the past. However, these had concentrated on such factors as the rate of
decay of the noise signals rather than on their absolute amplitudes [2-5]. Since it is those
absolute amplitudes that are needed to predict flaw detectability, additional work was
required. During FY 1990, a phenomenological model was developed to predict that noise
level for tone burst measurements [10]. This independent scattering model (ISM) assumed
that the power scattered from individual grains could be added to determine the total
backscattered power, i.e. the scattering was assumed to be incoherent. The measurement
model of Thompson and Gray [9] was utilized to quantify the relative contributions of the
parameters of the measurement system and of the microstructure. The most important
aspect of the measurement system was found to be the beam pattern radiated by the
transducer, which was predicted using the Gauss-Hermite beam model [11-12]. The
microstructure was found to be characterized b, 1 figure-of-merit (FOM) given, for a

single-phased microstructure, by the quantity n '’ | A |, where n is the number density of

grains and | A |is the rms scattering amplitude of a grain embedded in an effective medium.
An experimental procedure was developed to measure the rms backscattered noise in an
immersion configuration by illuminating the sample at normal incidence, translating the
probe to obtain backscattered signals at multiple positions, averaging these signals to obtain
their mean, and computing the rms value of the difference between the individual signals
and this mean. It was found that the ISM did a good job of predicting various aspects of the
experimental output. In particular, the time histories of the rms noise were found to be
peaked at the focal position of both experimental and theoretical plots, the shapes of these
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matched weli, and they showed similar dependences upon such parameters as pulse length

and frequency. It was thus concluded that the ISM provided a good first order description
of the backscattered noise.

Objective and Scope

The overall objective of the project is to develop a capability to quantitatively predict
the detectability of small interior flaws in advanced aircraft engine alloys using ultrasonic
techniques, with primary emphasis being placed on the case of hard-alpha inclusions in
titanium alloys. The specific objectives tor FY 1991 are concerned with [1] validating and
extending various aspects of the signal and noise models whose feasibility were
deronstrated in FY 1990, and [2] demonstrating the use of these models in the analysis of
flaw detectability. Primary emﬁhasis is to be placed on quantifying the magnitude oty the
oxygen and nitrogen induced changes in elastic moduli of alpha titanium, as needed to
predict the strength of signals reflected from hard-alpha inclusions, and on validating the
noise model’s ability to predict absolute signal levels.

Approach

Predictions of the detectability of hard-alpha inclusions are based on independent
redictions of the strengths of the ultrasonic signals from the inclusions and of tﬁe absolute
evel of the microstructurally induced noise. Our approach, therefore, is to develop models
which quantitatively predict each of these quantities, following procedures which have been

discussed in some detail in the Project Background.

The Born approximation [8] combined with the ultrasonic measurement model [9] is
used to predict the signals from the inclusions. Inputs required are the elastic moduli and
densities of the inclusion with respect to those of the host. From the Born approximation,
one can compute the scattering amplitude which, when used as an input to the measurement
model, leads to a prediction of the absolute signal level that will be observed in a particular
measurement system. All of these theoretical tools are in hand from work conducted
previously in the Advanced NDE Technology Program. One component of the FY 1991
effort is aimed at obtaining estimates of the input parameters (moduli and density) from the
literature and from direct experiments on laboratory samples. In the above discussion, it
can be seen that, as a starting point, we are viewing the inclusion as an isotropic scatterer in
an isotropic host of slightly different eiastic properties. Other aspects of the project are
concerned with defining the effects of crystallographic texture, variation of second phase
content, and other metallurgical variabies.

For the case of the metallurgical noise, no comparable model was available at the
beginning of the project. As discussed in the Project Background, a major effort in this
program is the development of such a model. Two tightly coupled approaches are being
pursued. In this project, a phenomenological model is being formulated which places major
empbhasis on defining the influence of the parameters of the measurement system. The
effects of the material’s microstructure are contained in a parameter, designated the
figure-of-merit (FOM). In a companion project, Rose has been studying the backscattering
problem from a more fundamental point of view which leads to a rigorous definition of the
effects of the microstructure but does not as conveniently introduce the effects of the
measurement system. By comparing the predictions of the two theories in various limits, it
appears possible to develop a tairly comprehensive moael of the backscattered noise. For
example, as will be discussed below, Rose’s analysis has led to an explicit expression for the
FOM of randomly oriented, equiaxed microstructures in terms of the single crystal elastic
constants of the material.
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Given well validated models for the s.gnal strength and noise levels, it will be possible
to predict signal-to-noise ratios in various experimental situations. Such a capability can be
employed in a wide range of applicaticns, including: the prediction of statistical
performance measures, for flaw detectability, such as POD curves; the design of optimum
detection configurations; and the specification of microstructures which will have lower
noise and hence enhanced detectability.

Technical Progress
St bs of Hard Alpha Sienal
Prediction of the strengths of signals reflected from hard-alpha inclusions depends on

a knowledge of the elastic moduli and density of the inclusions with respect to those of the
host medium. This can be most easily motivated by recalling that the reflection coefficient
R for a planar interface is given by
- P1V1—=PV,

P Vi + P o Vo

R (n

where p is density, v is ultrasonic wave speed and the subscripts oand 1 denote the material
on either side of the interface. These densities and velocities also determine the reflection
from a localized inhomogeneity such as an inclusion, although the exact mathematical
equation is somewhat more complicuted. When the properties are constant within the
inclusion and are similar in value to those of the host medium, the Born approximation [8]
provides an excellent estimate, with the scattering amplitude A predicted to be

k? N 29
A=-—[§~Bcose— * 28ucos
A+2u

i }S(k,9,¢). (2)

Here k is the propagation wave number, A and p are the Lame- elastic moduli for isotropic

materials, © and ¢ are scattering angles, and S is a shape factor. S is related to the spatial

Fourier transform of the object shape and can be evaluated analytically for spheroidal
shapes.

In hard alpha inclusions, the primary reason for the change in properties (denoted by
5p, 6A and 6pin Eq. (2)) is the presence of interstitial oxygen or nitrogen which occasionally
enters the material during its processing. The primary data needed to predict the scattered
ultrasonic signals are the values of these property changes as functions of impurity
concentration. A review of the literature conducted during this year showed that there was
considerable information available on the effects of oxygen interstitials on the properties of
pure alpha titanium, the hexagonal phase that is stable at room temperature [B,M]. By
examining the published data in those papers, and assuming the varation in properties at

low concentrz* 1ns to be linear, it was concluded that the moduli, density and velocities have
the following ..actional derivatives [15]:

lavL~3%/ t.% 3
Vi dx, Wi (3a)
laVT~5%/ t.%

Vidx, wt. (30)
1 2p

~ 2P 1%/ wt.%

pox, W (3¢)
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where V _ is the longitudinal wavespeed, V 1 is the transverse wave speed, p is the density and
x ,is the weight percent of interstitial oxygen. These results can be re-expressed in terms of
the Lame moduliA and i as

I 3(A+2p)

7%/ wt.%
(A+21) 9x, w (3d)
19
ﬁa; =11%/wt.% (3e)

It can be seen that the effects of the interstitials on the moduli appears to be
considerably more important than their effects on the density, and the effect on shearing
deformations is somewhat greater than that on compressional deformations.

Similar information was not located for the effects of nitrogen, so new experiments
had to be performed. Two sets of synthetic samples were obtained through the courtesy of
L. Brasche of the Center for Aircraft Safety and Reliability, sponsored by the FAA [16].
One set was fabricated at CNDE by powder metallurgy techniques and contained nitrogen
impurities in the tenths of percent range. The other set was provided by the FAA, as
fabricated at a major aircraft engine manufacturer, and had somewhat greater
concentrations. Measurements of the interstitially induced shifts in the longiiudinal
velocities in these specimens were quite close to those obtained on the specimens with
Fﬁ'fen impurities, being about 3% shift in velocity per weight percent nitrogen impurity

By inserting these evaluations of interstitially induced property shifts into Eq (2), it
would b;._lpossible to predict the scattering from a hard-alpha inclusion in a pure titanium
matrix. However, the practical situation is different because commercial alloys have
two-phase structures. Hence one should also consider the shift in the moduli of these
two-phase alloys with oxygen or nitrogen interstitials. Here the situation has been found to
be more complex. We have measured the shift in the speed of a surface wave propagating
on a Ti-6% Al-4%}V alloy before and after the growth of an oxygen induced alpha case, also
using a sample provided by L. Brasche of the Cgernter for Aircraft Safety and Reliability [/16].
It was found that the velocity increased by about 7.5% when the alpha case contained 1
wt% oxygen. Although a substantial increase in velocity was observed, the fractional change
per wt% impurity was only about 1/7 of that observed in the pure alpha titanium. Published
data in the literature from another alloy, Ti-6% Al-2%Nb-1%Ta-1%Mo deviates even
further from the single phase behavior, indicating a decrease in the moduli with the addition
of oxygen [18].

An interpretation of this apparently inconsistent set of observations has recently been
suggested by the investigators [15]. It is proposed that one must not only be concerned with
the interstitial induced changes in the moduli of each phase, but one must also consider the
changes in the phase content induced by the interstitials. Specifically, it has been proposed
that the differences between the single-phase and two-phase behavior described above are a
result of the conversion of beta to alpha phase by the alpha-stabilizing oxygen interstitials.
This suggestion requires that the elastic stiffness of the beta phase be greater than that of
the alpha phase, and arguments are presented in Ref. [la in support of that position. This
interpretation must be considered as quite preliminary. However, it is believed that the
possibility of competing effects between the solute dependences of single crystal moduli and
phase conversion on polycrystal moduli has great potential implications on the detectability
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of hard alpha inclusions and requires a more exhaustive, systematic study. Also included in
such studies should be the effects of crystallographic orientation, which can have significant
influence on the differences in ultrasonic velocities of the host and inclusions.

Absolute Level of Backscattered Grain Noise

During FY 1990, the ISM model was derived as described in the Project Background.
The result was the following relationship for the backscattered noise seen at time tina
pulse/echo tone-burst immersion experiment [10,19}:

\/ETozlplvle
R,,,azpoUoDkl

- 172
[fffiC"l!E—(Et—-}—"—zlze—“'zdxdydz] (4)

N (t) is the rms backscattered noise (averaged over transducer location above the
specimen), normalized by the amplitude of a front surface reference signal. Here n is the

number of grains per cubic centimeter and | A |is the rms average scattering amplitude for
backscatter from a single grain at the inspection frequency. p, v, aand k are respectively
density, velocity, attenuation, and wave number, with subscript "o" referring to water and "1"
referring to solid; T ,, and R ,, are liquid-solid transmission and reflection coefficients,
respectively, a is the transducer radius, D is a diffraction (beamspread) correction factor in
the reference experiment, and C (x, y, 2) is a normalized beam displacement amplitude.
For the front-surface reference signal, E(t) is the envelope of the tone burst, and has
maximum amplitude E ... Z,.andZ,, are the water path lengths in the reference and noise
experiments, respectively. The integration is performed over the volume of the solid. Here
to is a function of depth within the solid (z), and represents the time delay between the
reference signal and the noise signal scattered from a grain at depth z.

Examination of this equation shows that it has the attractive feature that the effects of
the measurement system have been separated from the microstructurally sensitive factor

Jn | A | Here, the latter has been defined as a material figure-of-merit (FOM). During FY
1990, various aspects of the predictions of this equation were verified, as discussed
previously. These were all concerned with the variation of the predictions of the model as
various physical parameters were changed rather than the absolute values of those
predictions.

During FY 1991, significant effort was devoted to the validation of the : bsolute
predictions %20]. Since the dependence of the model predictions on a variety « f parameters
had been previously demonstrated, the major remaining issue was whether the absolute
level of the signals was properly set by the %OM. To test this it was necessary to develop
signal processing procedures to infer the FOM from experimental noise measurements, to
prepare a set of specimens with controlled microstructures, to quantitatively characterize
those microstructures by metallographic methods, and to compare the values of the FOM
inferred from the ultrasonic and metallographic techniques.

Examination of the ISM, Eq. (4) shows that the backscattered noise can be expressed
as the product of the FOM and a series of factors determined by the details of the
measurement system plus some material properties, including the attenuation. These latter
_fac]tocrig were shown in FY 1990 to reproduce a number of key features in the noise data,
including:

'Zug(Z“-Z")

N(t)=yn|A|
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(1) The dependence of the observed noise on the duration of the tone-burst.

(2) The time dependence (or, equivalently, depth dependence) of the observed noise,
and the manner in which this time dependence varies with frequency.

(3) The strong noise peak that is observed when focussed transducers are used. (The
Feak is centered near the time required for the ultrasonic wave to propagate from the
ace of the transducer to its focal plane and back.)

The ability of the model to predict absolute noise levels for fine-grained specimens
¥19] is demonstrated in Figure 1. In the t(g) gortion of that figure, we display five rms noise
unctions observed in a single Ti-6% Al-2% Sn-4% Zn-6% Mo specimen. Five experimental
trials were conducted, each using a different transducer excited with a 141 sec duration
15-MHz tone-burst. Three of the transducers were focussed and two were planar. In the
bottom portion of Figure 1 we display the rms noise functions predicted by the ISM for five
experimental trials. (The model results assume a value of 0.06 cm-1/2 for the specimen’s
FOM at 15 MHz.) The overall level of agreement between the measured and predicted
noise levels in Figure 1 is striking.

For a given specimen, the FOM can be deduced from an experimental N(t) curve by

dividing the observed noise by model values of those factors which lie to the right of JnlA|
in Eq. (4). Since the FOM depends only upon the microstructure of the specimen, the
quotient should be independent of time, and independent of the particulars of the
measurement system. In Figure 2, we display the %OM values for the Ti-6246 specimen,
deduced from the measured noise data of Figure 1. The scatter in the deduced FOM values
is seen to be dramatically less than the variations in the raw noise curves, suggesting that, to
first order, the ISM is correct and the FOM is a material property. It shoul noted,
however, that in strongly attenuating samples, the fit is not as good, presumably due to
multiple scattering effects. Further work is required to complete our understanding of such
cases.

Given this direct measurement of the FOM, the next step in model validation is to
compare the ultrasonically determined values to values obtained independently. For this
comrparison, we have chosen to make measurements on samples of randomly oriented,
single-phased, equiaxed microstructures. These samples include a specimen of
alpha-titanium, provided by L. Brasche using powder metallurgical techniques [16}, a
sample of 304 cast stainless steel, and a sample of commercially pure copper, available from
other programs. For each of these samples, the average grain size was determined by
standard metallographic analysis to provide an independent value for the grain volume V
wh%:};;pfears in the theory to be discussed below. The measured grain diameters are listed
in Table 1.

To close the loop between the ultrasonic and the metallographic results, formulas are
required which relate the FOM to the microstructure. For single-phased, equiaxed
microstructures, these have been provided by J. H. Rose based on his work 1n a companion
task [21]. By conducting a more formally rigorous analysis of the backscattering problem,
Rose confirmed the validity of Eq. (4) for early times, before diffuse (multiple) scattering
effects become important. Based on this analysis, he defines the properties of the proper
effective medium to use in these calculations and computes the FPONFfor equiaxed
distributions of cubic and hexagonal crystallites. It is assumed that the wavelength is much
larger than the grain size, and that the scatterers are relatively weak. Under these
conditions, one obtains, for single phase aggregates of hexagonal crystallites,
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Figure 1 Measured (a) and predicted (b) normalized rms grain noise curves for one
Ti-6246 specimen. Five experimental trials were performed using five
different transducers.
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The same expression holds for the case of cubic symmetry, withc,3 = c,,andcs;3 = ¢,
Above, V denotes the volume of a scatterer, <...> denotes the ensemble average, and the
c,,'s denote the single crystal elastic constants. The frequency is denoted by f£, whilev, , A,

and p , are the longitudinal velocity and the Lame parameters of the effective medium that is

obtained from (the density and) the Voigt average of the elastic constants. It is thus possible
to directly predict the FOM given the metallographic determination of the grain size as
discussed above and the knowledge of the sinric crystal elastic constants of the material,
which can often be found in the literature.

Table I presents the results of a comparison of the FOM values determined by
ultrasonic noise measurements and by metallographic analysis [20]. The fourth column
§ives the FOM as predicted from I\E‘%1 (5) while the fifth column presents the value inferred
rom the ultrasonic experiments. ere a range of values is indicated for the
metallographic FOM, this range is a result of uncertainties in the grain size distribution
inferred from micrographs. The range of values for the ultrasonically determined FOM
arises from the fact that, in practice, the deduced FOM is weakly dependent on the time (or
depth) at which the rms noise data is analyzed. Given these vanabilities, the agreement in
Table 1 is believed to be quite good, particularly in light of the fact that there are no
adjustable parameters involved.

Although requiring more extensive validation, these results indicate that it is possible
to predict the FOM for simple microstructures from first principles.

The next step is to consider the two-phased alloys that are used in actual engines. The
theory is not presently available to predict those FOM’s from first principles. However,
some experimental measurements of these parameters have been performed for
commercial alloys with very interesting results. The particular set of samples studied in
detail were fabricated from Ti-6%Al)-2%Sn-4%Zr-6%Mo as part of an Air Force
manufacturing technology program [22]. The starting point was VAR melted material,
processed to an equiaxed alpha-beta microstructure at 6-inch diameter billet. Further heat
treatment utilized to modify the microstructure is summarized in Table 1. Note that the
beta transus for this alloy is 1775 °F, so that the first 3 samples were annealed below the beta
transus while the fourth was annealed above the beta transus.

Table I. Comparison of FOM Values Obtained from Ultrasonic Experiment and

Metallographic Analysis.
Material Frequency Grain Metallographic Ultrasonic
(MHZ) Diameter FO%»;Z FO%
(Microns) (cm-1/2) (cm-1/%)
o Titanium 15 64-112 0.021-0.048 0.035-0.042
304-Stainless 5 ~ 100 ~ 0.021 0.032-0.038
Copper 5 150-300 0.044-0.124 0.06-0.08
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Table IL Further Heat Treatment of Ti-6246 Specimens.

Specimen Anneal Anneal Cooling

Temp. Time Method

Al 1670°F 1 Hr. Air Cool

A2 1745°F 1 Hr. Air Cool
B2 1745°F 8 Hr. Water Quench

Ci 1795°F 1 Hr. Air Cool

(Beta transus = 1775°F)

Backscattered grain noise measurements at 15 MHz were made through three
orthogonal faces of each specimen, and the noise data for each propagation direction was
analyzed to extract the ultrasonic FOM [19]. The results are summarized in Figure 3. Itis
interesting to note that the sample processed above the beta transus had similar FOM
values in each direction, while those processed below the beta transus exhibited
considerable anisotropy, with the lowest values being obtained when the ultrasonic waves
propagated along the axis of the billet. The origin of this anisotropy has not yet been fully
identified, since micrographs indicate that the microstructure in the three orthogonal
directions are quite similar, as shown in Figure 4. We believe that properties not revealed
by these microgtaghs, such as preferred grain orientation and/or macrostructure are
deteinnining the absolute noise levels. Isolation of those factors is an important objective for
the future.

During FY1991, a number of improvements were also incorporated in the model. In
addition to the introduction of expressions relating the FOM to the single crystal elastic
constants based on the work of Rose and as discussed above, extensions which generalize
Eq. (4) to the case of oblique angle and pitch-catch measurements were introduced. For the
case of oblique incidence, the changes are relatively superficial and simply introduce the
idea that the beam pattern changes with angle of incidence. Rather than the single
longitudinal sound beam which exists in the metal at normal incidence, there are generally
both longitudinal and shear wave beams in the metal at oblique incidence. Both beams
contribute to the total backscattered noise, and each is governed by a separate FOM. For
equiaxial materials, the longitudinal FOM can be determined from backscattered noise
levels at normal incidence using the method described in this report. The shear wave FOM
can be determined in a similar manner by choosing the angle of incidence in water to be
greater than the longitudinal critical angle. Then, only a shear wave beam exists in the
metal, and Eq. (4%may be used to deduce the FOM for backscattered shear waves. For the
case of pitch-catch measurements, the extension introduces a FOM which depends on the
direction of scattering, with the previous results corresponding to the limit of backscattering.
These extensions can be important for inspection of near net shape components, when
normal incidence inspection is impractical or non-optimal.
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Figure 3

Figure-of-Merit for Grain Noise Severity. Values at 15 MHz for Four Ti-6246
specimens.
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Signal-to-Noise Levels

With techniques in place to predict the absolute values of the defect signals and the
rms noise, it becomes possible to make quantitative predictions of the signal-to-noise ratios,
an important step towards the development of a fully engineered detection capability. To
illustrate this possibility, a series of calculations has been made [19]. In these simulations,
three types of reflectors were compared; a flat crack oriented perpendicular to the beam, a
spherical void, and a spherical hard-alpha inclusion. The latter was assumed to have
ultrasonic wave speeds that were 8% greater than those of the titanium-alloy matrix and a
density that was 1% less. Thus, this might be thought of as the respor.se of an inclusion
containing a few weight percent oxygen or nitrogen interstitials (recognizing the
qualifications that were c;)reviously stated concerning the uncertain role of beta to alpha
phase ccnversion). Predictions were made for two materials. One had a FOM of 0.080
cm~1/2 a1 15 MHz, and the other had a FOM of 0.008 cm-1/2. These values were chosen to
carrespond to the extremes of the FOM values observed in the four Ti-6246 specimens.
Some pertinent assumptions of the inspection simulations are summarized in Figure 5. In
Figure 6, the performances that would be expected using the focussed probe and the
unfocussed probe are compared. The 20 dB improvement offered by focussing for this
particular case is clearly evident. Note, however, that the beam has been assumed to be
focussed on the flaw rather than on the surface of the part, in contrast to a common
industrial practice. Figure 7 compares the reflectivity of the three flaw types at 15 MHz.
The crack and the pore are seen to produce backscattered signals of comparable amplitude,
with the signal from the hypothesized hard-alpha inclusion being lower by about 40 dB.
Finally, Figure 8 compares the detectability of the hypothesized hard-alpha inclusion in the
two materials with differing noise levels when the focussed probe is used. The FOM’s
chosen correspond approximately to the maximum and minimum of those shown in Fig. 3.
Whereas a 10dB signal-to-noise ratio is reached at a radius of 0.3 mm in the low-noise alloy,
it has not been reached for radii as large as 1 cm in the high-noise alloy. Such calculations
provide a means of quantitatively predicting the effects of microstructure on flaw
detectability.

Summary

To assess the detectability of hard-alpha inclusions in titanium alloys, one requires:
(1) knowledge of the ultrasonic properties of the inclusions relative to those of the host
alloys; and (2) an understanding of backscattered noise levels in the hosts. In FY 1991,
substantial progress was made on both fronts. For alpha-phase titanium we have
determined the dependences of elastic moduli and density on the interstitial contaminants
(oxygen and nitrogen) which lead to hard-alpha embrittlement. These property changes
allow one to infer the strengths of ultrasonic signals backscattered from inclusions of various
sizes and locations. In our investigation of backscattered noise, we have defined a
figure-of-merit (FOM) for inherent noise severity, and shown how this material property
may be extracted from measured noise data. For single-phase metal specimens, including
alpha-titanium, we have demonstrated that the extracted FOM is in good agreement with
the value expected from a first-principals model calculation. We have also demonstrated
that the rms noise level observed in a given inspection senario can be accurately predicted if
the specimen’s FOM is known. Finally, we have carried out illustrative calculations of
signal-to-noise ratios for hypothesized hard-alpha inclusions in titanium specimens. A
number of issues remain to be addressed and clarified before a proper assessment of
inclusion detectability in commercial alloys can be made. These include: the conversion of
beta pharse to alpha tphase by contaminants, and the influence of this conversion on elastic
moduli; the origin of the noise anisotropy which has been observed in commercial alloys;
and the relationship between rms noise and peak noise levels. These topics for future study
are more fully discussed in the following section.
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Plans for Next Year

The objective for FY 1992 is to clarify a number of unresolved issues which arose in
1991 and whose answers are required for establishing an engineering basis for
understanding the detectability of hard-alpha inclusions in advanced titanium alloys. These
are concerned with the effects of changes in phase content on the reflectivity of hard-alpha
inclusions, the relationship of noise levels to microstructure in two-phase alloys,
understanding the distributions of noise about its rms value, and identifying more fully the
role of multiple scattering. A summary of the work expected in each of these areas follows.

In FY 1991, it was found that interstitial oxygen or nitrogen strongly influences the
wave speeds in single-phase, alpha titanium. However, in alpha-beta alloys, the effect is
considerably less. In fact, the data in the literature is somewhat ambiguous, in some cases
suggesting that velocity increases and in others suggesting that velocity decreases as
interstitials are added. An important factor appears to be the conversion of beta to alpha
phase by the alpha stabilizing interstitials. If the wave speeds in the beta phase are higher
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than those in i.e alpha phase, the weaker effect in the two-phase alloys would be explained.
During FY 1992, we plan to examine this question in greater detail. Included in the
methodology will be measurements on samples produced by powder metallurgical
techniques in which oxygen and nitrogen are added in a controlled fashion to alloy powders.
Our initial plans call for the preparation of 2 groups of 3 specimens. In each group the level
of nitrogen content will be varied. Heat treatment will be changed between the groups to
modify the underlying microstructure. We will carefully measure the changes in%)oth
ultrasonic properties and microstructure as functions of interstitial content and heat
treatment. Results will be interpreted in terms of theories of wave propagation in
polycrystalline aggregates.

In 1991, a quantitative understanding of the mechanisms of noise generation in single
phase alloys was gained. Central to this was an expression relating a material FOM to the
single-crystal elastic constants of the phase. However, in two-phase alloys, two new
phenomena were encountered. Our simple formulae were not applicable to the complex
microstructures so we could not predict absolute noise levels. Moreover, some large
anisotropies in the noise were observed which had no apparent correlation with
microstructural features. In FY 1992, we plan to uncover the mechanism of this noise
anisotropy in two-phase microstructu:es and, in collaboration with J. H. Rose, to develoF a
quantitative model for the absolute value of the noise. It is our hypothesis that the absolute
value of the noise and its anisotropy is controlled by macrostructural features which are not
visible in the micrographs, and the first portion of our experiments will be aimed at
identifying those features using such techniques as macroetching. We will then try to
quantify the controlling microstructure features. We believe that this will require both
macroscopic texture analysis using x-ray diffraction and microscopic texture analysis based
on x-ray channeling patterns in an SEM. Further information may be obtained by
interpreting the ngg)response of high-frequency, scanning acoustic micrographs to obtain
local elastic constant information. This information will be coupled with microscopic
models for noise in two-phase alloys, developed in collaboration with J. H. Rose, to predict
the absolute noise levels and their anisotropies.

The third major thrust of the effort will be directed towards developing a better
understanding of the distribution of the signal strengths about their mean. It is intuitivel
clear that the reliability of detection depends not only on the rms noise level (as presently
predicted by our models) but on the likelihood of fluctuations of the noise about that rms
value. It is these fluctuations that can cause "spikes” in the noise which might be mistaken
for defect signals. It is also clear that these fluctuations will be larger near a focal spot, since
a smaller number of grains will be contributing to the backscattered signal and hence the
distribution of signals about the rms mean will be broader. We plan to investigate this
question through an experimental study of the distribution of noise about its mean value,
combined with modeling studies, involving Monte Carlo calculations. In these calculations,
we will select members %rom an ensemble of samples having a specified distribution of grain
sizes. Using the measurement model of Thompson and Gray, we will predict the time
dependence of the backscattered signal for each ensemble member. Such a model will
allow us to answer a number of important practical questions, including the dependence of
the noise on grain size, ultrasonic pulse width, and preferred orientation. Outputs will
include rms signals (obtained by analysis of the response of several ensemble membe(r)s(},
deviations from that mean, spectral features of the noise, etc. We believe that this model
can also be readily extended to two phase media and will provide an important predictive
tool.
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Attention will also be given to multiple scattering effects. Both the models of Rose
and ourselves have been based on the assumption of sm%le scattering, which is rigorously
valid for early times. We have found that, in many samples, this is a valid description for the
range of times of practical interest. However in strongly scattering cases, we observe
breakdowns which we tentatively attribute to multxple scattering effects. We plan to
undertake further study of this effect in collaboration with J. H. Rose.
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SPECTROSCOPIC EVALUATION OF ADHESIVE BONDS: LINEAR AND
NONLINEAR ANALYSIS

J. D. Achenbach
Northwestern University
Evanston, IL 60208

Executive Summary

The feasibility of obtaining residual adhesive bond strength from ultrasonic test results
has been investigated. An analysis has been carried out based on the postulate that
adhesive bond deterioration due to cyclic loads and/or infiltration of moisture is localized in
thin boundary layers at the adherend - adhesive interfaces. A simple nonlinear mechanical
model relating load and deformation parameters has been proposed for the adhesive bond.
This model allows an extrapolation to the failure point, and hence a predictios of the
residual strength from pre-failure ultrasonic test results.

This year’s accomplishments are:

. Characterization of the adhesive bond’s nonlinear relation between load and
deformation parameters from the higher harmonics of reflected ultrasonic signals.

. Comparison with results obtained from a finite element analysis.

. Analysis for an adhesive layer in a beam configuration that is being used for
experimental work.

. Investigation of viscous phenomena in pre-stressed adhesive bonds, and their effects
on experimental results.
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Background
A. General

It is well known that the strength of an adhesive bond can be seriously deteriorated
under in-service conditions. Such deterioration can be a consequence of adverse
environmental conditions such as the infiltration of moisture, or of thermal and/or cyclic
loading conditions. The as yet largely unanswered challenge to nondestructive ultrasonic
methods is to obtain information on the deterioration of adhesive bond strength from
ultrasonic test results. A single parameter or a set of parameters should be defined which
determine the quality of the adhesive bond, and which can be measured by an ultrasonic
technique.

The development of techniques for NDE of adhesive bonded structures is a problem
of long-standing importance. A case for a fundamental a groach was made at a workshop
held at Rockwell International Science Center, Thousand Oaks, CA., in January 1979. This
workshop resulted in a program plan to address the needs in NDE in this area, which was
subsequently reported by Kelley, Knauss, and Kaelble [1}. The objectives of this plan were
to develop a Elgtc:gram rationale and strategy, and to determine the existence of reasonable
approaches. The plan encompassed the basic elements of an accept/reject methodology
based on fracture mechanics, expected developments of valid flaw growth models, stress
analysis and nondestructive measurement techniques.

In the years since the 1979 Workshop some progress has been made. Research in the
area has concentrated on detecting and characterizing the onset of three failure modes: (1
adhesive failure, (2) cohesive failure and (3) failure due to the presence of a distribution o
discrete flaws. Success has been slow, and most success has been achieved in categories (2)
and (3). It has proven to be very difficult to obtain information on the adhesive bond
strength from ultrasonic (and other) test results.

A fairly comprehensive state-of-the-art review of nondestructive evaluation of
adhesive bond quality has been presented by Light and Kwun [2]. A substantial amount of
work has been carried out using such ultrasonic techniques as amplitude domain
reflection/transmission [3]-[5], spectral domain reflection/transmission {6]-[9}, low frequency
testing [10), interface waves llﬁ[ 13], Lamb waves 514], the stress-wave factor method [15],
horizontally polarized transverse waves [16] and obliquely incident ultrasound [17)-[18]. In
these papers it was attempted to correlate the ultrasonic results with the adhesive strength
of the bond, where the latter was obtained by a destructive testing method. To the present
authors’ knowiedge it has, however, so-far not been possible to define a fundamental
adhesive bond parameter that can be measured by an ultrasonic technique. This is not
surprising because ultrasonic methods generally yield stiffness and dimensional parameters.
In some cases low stiffness and/or a thin bond happen to coincide with low strength, and
hence ultrasonic results can be correlated with strength. This is, however, not a generally
valid result, and exceptions have been found.

B. Project

In work on this project it has been postulated that failure of an adhesive bond is
preceded by nonlinear behavior in thin boundary layers at the interfaces of the adhesive and
the adherends. The nonlinear adhesive bond behavior has been represented by a relation
between tractions and gross displacement increments across the adhesive layer. Inertia of
the adhesive layer was taken into account, and the effect of a nonlinear adhesive response
on the reflection and transmission of longitudinal waves was investigated for the case of




normal incidence. A procedure was presented to obtain the nonlinear relation from
reflected wave results. As an alternative to a completely nonlinear analysis, the case of
prestressing the adhesive layer in the nonlinear range and superimposing a small ultrasonic
disturbance has been considered, but the inertia of the adhesive has been neglected for this
case. For this case, the progagation of interface waves and horizontally polarized plate

waves has been discussed. Finally, for the nonlinear case the generation of higher
harmonics has been investigated, and it has been shown that certain nonlinear parameters
can be obtained from the spectrum of higher harmonics.

Much of the previous work carried out on this project has been summarized in a
number of recently published papers, [19]-[21].

The results as obtained by Sept. 1991 may be summarized as follows:

. Comparison of the results for the Spring Model and the Spring-Mass Model indicates
that the effect of inertia cannot be ignored when the mass density of the adhesive is
comparable to that of the adherends.

. For normal incidence of a longitudinal or transverse signal, the nonlinear relation
between tractions and gross displacement increments can be obtained from the
reflected signals.

*  For a pre-stressed bond, interface waves and antiplane transverse waves provide a
useful method to determine the slopes of the nonlinear Q (A ) relation between

interface stresses and displacement discontinuities. By varying the pre-stress, the load
at which the slope becomes zero can be obtained by extrapolation.

. A nonlinear bond generates higher harmonics in the reflected signal, which yield the
linear and nonlinear parameters of the Q(A) curve.

Objective and Scope

The objective of this work is to explore the feasibility of a nondestructive technique to
assess the adhesive bond strength of adhesive layers by analyzing the nonlinear behavior
that accompanies adhesive deterioration in thin boundary layers at the adherend-adhesive
interfaces. The work on this project is analytical in nature. '}"he analytical studies are,
however, related to experimental studies that are carried out by L. Adler and S. I. Rokhlin,
both of Ohio State University.

In earlier work on this project new ideas on adhesive failure have been developed,
which take account of the nonlinear behavior that are thought to accompany deterioration
of an adhesive bond. A set of simple nonlinear relations has been derived which relates
tractions and gross displacement increments across an adhesive layer. Efforts to bring out
this nonlinear behavior in an unambiguous manner are in progress. The sources of the
nonlinear behavior are also being investigated.

The strength of the approach is its direct relation to residual strength of an adhesive
bond. The major difficulty so far has been that nonlinear effects are very difficult to
measure when they are expected to be generated by externally applied load. Recent
experimental work has, however, indicated that deterioration due to cyclic loading (Adler)
or due to environmental effects (Rokhlin) produces the same general kind of bond-stiffness

97




decay that is associated with our theoretical work, and that these effects are quite easy to
observe. Hence, applications are becoming realistic as the experimental work of Adler and
Rokhlin reaches the point of technology transfer.

Approach

The uniqueness of the approach of this work is its focus on detection and
characterization of residual adhesive strength. It is recognized that the deterioration of
adhesive strength depends on what happens in thin layers at the interfaces of adherends and
adhesives. In this work adhesive-bond damage mechanisms are modeled and their relations
to reflection and transmission of ultrasonic signals are analyzed.

A typical thickness of an adhesive layer is 100 um. Since the dominant wavelength of a

pulse of ultrasonic wave motion can be chosen sufficiently larger than 100 um, it may be
assumed that the strains in the adhesive layer are homogeneous. The mechanical behavior
of the adhesive can then effectively be modeled by one-dimensional elements (non-linear
springs) which relate the tractions on the faces of the adherends to the displacement
discontinuities across the thickness of the adhesive. Here we consider a sKring model, as
discussed in Ref. [20], but we do not neglect the effect of inertia of the adhesive layer.

Let us consider the one-dimensional configuration of two semi-infinite linear elastic
solids joined by a thin nonlinear adhesive material, as shown in Figure 1. An ultrasonic
pulse of longitudinal wave motion propagating in the y-direction is transmitted and reflected
by the adhesive layer. For the spring-mass model that is being considered here, the
thickness of the layer is shrunk to a surface aty = 0, across which the following conditions

apply (22]

1 .
Oy l,uo oyiy,o-=§ph[\'ly_0‘+vly_o-] (1)
o 1
o,=§[0yl,_o.*o,|y_o-] (2)
A=vi o=V o (3)

where p is the mass density of the adhesive layer, h is the actual thickness of the layer, ¢, is
the normal stress and v is the displacement in the y-direction. To account for the separate
contributions from the boundary layers and the interior of the adhesive layer, we write

A=2A%+ A", (4)

where 2A P! are the contributions from the boundary layers and A" is the contributions
from the interior of the adhesive layer. We may then assume general relations between A Bt
and ¢} and A" and ¢ of the forms:

AP =AP(063) and A™=A"(03) (Sa.b)

98




o, =Q)

v : (y.0) = F(t«y/cz)

Figure 1 Pulse of longitudinal wave motion incident on adhesive bond.

It follows that

A=2A(0)+a"(0d) (6)

Both functions A®" (6%, and A" (05 ) may be nonlinear. It is, however, assumed that the
mechanical behavior of the bulk adhesive is known, i.e., A™ (0?) is a known function.

Equation (6) can be inverted, to yield
05, =Q(A) (7)

The adhesive layer function Q (A ) describes a nonlinear elastic relation between o3 and A .
Since Eq. (7) is an elastic relation, it will not be valid for a viscoelastic adhesive. The general
behavior of Q (A) is shown in Figure 2. Clearly there is a critical value of A beyond which
the average stress in the adhesive layer decreases with increasing A. The values of Q(A.,)
and A, define the failure point of the adhesive. We are interested in obtaining these

critical values of the adhesive bond from the ultrasonic wave reflection and transmission
data.

Since the resistance to tension is generally smaller than to compression, we consider
Q(A) of the form

Q(A)=aAe ™, (8)

For the nu.nerical solution, it is convenient to introduce the following dimensionless
variables

9




Fal
(h/¢cy) b’ (9)

a=~—, b=bh (10)

Fora = 1.0 and b = 1.5 the dimensionless form of Q(A ), defined by Eq. (8), is shown in
Figure 2.
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Figure 2 Relation between tractions across the adhesive layer and displacement

discontinuity.
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Particular attention has also been devoted to the case that the adhesive layer is
prestressed in the ponlinear range and a small ultrasonic disturbance is superimposed. The
resulting problem statement is a linear one, but with parameters that depend on the state of
prestress. For this case the propagation of interface waves and horizontally polarized plate
waves has been discussed. Also for the nonlinear case the generation of higher harmonics
has been investigated, and it has been shown that certain nonlinear parameters can be
obtained from the spectrum of higher harmonics [21].

Technical Progress

The usefulness of harmonic generation to study nonlinear mechanical properties of
solids is well recognized [23]. In work on this project it has been shown that analyzing the
reflected wave in the frequency domain, by taking the Fourier transform of the reflected
wave and separating out the various harmonics, is a good approach to determine the
parameters of the Q (A ) vs. A curve.

For the configuration shown in Figure 1, consider as an example, an incident wave of
the form

F(t)z%f\[l—cos(Efnt/t(,)].Ofth0 (11)

The ratio of the mechanical impedances of the adherends is takenas p,c,/p,c, = 1.5,
and the mass density of the adhesive asp = 0.5p,. Alsoa=1.0andb = 1.5.

The incident wave is defined by the dimensionless constants

A—os to =10.0 T =500.0 (12)
h " (h/cy) T (h/cy) '

Figure 3 shows the normalized reflected wave G, which was obtained by using the analysis of

Ref. [21], versus the dimensionless time t Figure 4 shows the discrete spectrum
decomposition of the reflected wave of Figure 3 into the fundamental frequency and the
higher harmonics [24]. The decomposition was obtained using the Fast Fourier Transform
(FFT). It can be seen that the amplitude of the second harmonic is quite significant.

In work during the past completed period, a study of the effect of nonlinear
viscoelastic behavior of adhesive layers has been completed. The adhesive bond was
assumed to display the simplest nonlinearly viscoelastic behavior in shear, which is of the
form

0, =f(€,,)+xe,, (13)

where f(¢,, ) is some nonlinear function of €,,. An analysis has been carried out related
to the measurement of f (¢, ) and x by an uitrasonic technique. The configuration consists

of two meta) strips which are z-1ered to each other by a thin layer of adhesive material.
The approach that has been explored involves pre-loading the adhesive layer into the
nonlinear range by a low-frequency excitation and then superimposing a small amplitude
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ultrasonic disturbance to probe the nonlinear behavior near specified strain levels.
Ultrasonic reflection and transmission from the adhesive layer have been analyzed. The
resonance separation and resonance depth have been computed for specific cases. A
method has been investigated to reconstruct the nonlinear stress-strain behavior from the
ultrasonic data.

As an example we have considered
f(e,,)=ae,, ~Be), (14)

The form of the relation betweena ,, ande,, given by Egs. (1) and (2) has been
numerically tested by considering a stress of the form

. [(2nt
O, =0,Sin s (19

[

Substitution of Egs. (14) and (15) in Eq. (13), gives a first order nonlinear ordinary
differential equation for € . Solving for €, and plottings,, vs.€,,, shows that for a low
frequency large amplitude loading, the viscoelastic effect governed by

K€, can be ignored. On the other hand the results also show that a high frequency small
amplitude loading, the viscoelastic behavior can not be ignored, but now the adhesive is
being pulled only a linear range and consequently the nonlinearity governed by Be3, can be

ignored. From the above results we conclude that for the low frequency prestressing, the
adhesive layer behavior is of the form

Oy =T(€, ) =ae,, ~Be_, (16)

while for a small superimposed deformation we have

Oyx =S €y + K€y (17)

where
S, =[df(e,,)/dey, ], =a-3B(e,,)] (18)
In Eq. (18), (€, ), is the low-frequency pre-strain.

For the small ultrasonic signal superimposed on the pre-strained bond the mechanical
behavior in the adhesive layer is thus governed by Eq. (17). For such an adhesive layer the
reflection coefficient has been calculated. The reflection coefficient vs. the frequency is an
oscillatory curve with a decaying amplitude. The spacing of the minima is not much affected

by the viscosity coefficient x, and can be used to obtain the wave speed and hence df /de

as a function of the pre-stress in the nonlinear range. The viscosity parameter x is obtained
from the change of the resonance depth (a quantity originally defined in 2 paper by Alers et

al. [4]).
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Once

df

Si= e (19)

is known at a number of points (i.e., at a number of values of the prestrain), the function
f(e,,) can be obtained by numerical integration.

The results were presented in Ref. [25]. Figure 5 shows the reflection coefficient R vs.
the dimensionless frequency w for three different values of the dimensionless viscoelastic
parameter K ,, where K ,, = x. As shown in the figure the positions of frequency minima o,

are not influenced much by K ,,. They can be related to the dimensionless local slope a°,
where a* = S, using the relation

We=nn(a/p)’? (20)

Here n = 1 defines the first minimum, n = 2 the second minimum and so on. On the other
hand, as shown in Figure 5, the resonance depth which was originally defined by Alers et al.

[4] depends on both the elastic and the viscoelastic parameters. For a fixed value of a*,

Figure 6 shows the resonance depth as a function of the viscoelastic parameter K .. Thus,

analysis of the reflected signal yields the local slope of the elastic part as well as the
viscoelastic parameter. By repeating this procedure for various values of prestress or
induced damage, and using numerical integration, the stress-strain behavior of the adhesive
layer can be reconstructed, as discussed in some detail in Ref. [25].

Summary

In summary, considerable progress has been achieved in our understanding of how
nonlinear behavior in thin boundary layers of an adhesive bond can be observed in
ultrasonic tests. The work of Rokhlin and Adler (this report) appears to show that
deterioration due to moisture infiltration or fatigue processes is quite pronounced. It is,
however, not yet comglctely clear how information on nonlinear effects can be employed to
draw conclusions on the residual strength of adhesive bonds. To determine residual
strength further study on the origins of nonlinear effects will be required, particularly with
regards to the development of small disbonds, due to moisture infiltration or cyclic loading.
A suitable model which relates stress and deformation in an adhesive bond containing
disbonds in the adhesive/adherend interfaces should remove this limitation. It is expected
that significant progress in that direction will be achieved during the next project period.

Plans for Next Year

The first question that will require further investigation is the origin of the nonlinear
behavior. In earlier work it has been assumed that nonlinearity is inherent in adhesive
bonding. It has, however, been suggested that a major source may be the development of
small disbonds.
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Recent results obtained by Rokhlin (this report) show that deterioration of an
adhesive bond due to microcrack formation caused by moisture infiltration can be
characterized by measurements of the reflection coetficient. During the first stage of
moisture infiltration the amplitude of the reflected waves decays, but the frequency minuma
do not shift. However, during the subsequent process of bond deterioration not only does
tgefamplitude decay further, but the minuma also show considerable and easily measurable
shifts.

It is very interesting that this behavior observed by Rokhlin is consistent with the
nonlinear model that was studied on the present project, as discussed in Section 6, see Egs.
(13) and (14), but where the function f (¢,,) now also depends on a parameter, say v, which
represents the density of microcracks. The frequency shift is consistent with the variation of
a with y and with the presence of the nonlinear term in Eq. (14), while the amplitude
decay is consistent with the viscous term in Eq. (13). An intuitive explanation is as follows.
As more and more microcracks are formed due to moisture infiltration, a decreases. These
microcracks may retain some frictional contact, which is however overcome as the stress
increases, hence the appearance of both the nonlinear term and the viscous term.

It is proposed to consider a bond represented by the sprinf layer model. At discrete
locations the springs will be replaced by frictional contacts simulating the development of
microcracks. It is possible to introduce statistical concepts in the size distribution of these
microcracks. An averaging procedure will yield the effective stress-strain behavior, and
hence the parameters for the deterioration adhesive bond. The experimental results of Stan
Rokhlin will provide guidance for this modeling effort, which is basically a reinterpretation
of previous results.
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SPECTROSCOPIC EVALUATION OF ADHESIVE BONDS: LINEAR AND
NONLINEAR METHODS

Laszlo Adler
The Ohio State University

Executive Summary

The objective of this work is to demonstrate feasibility of nondestructive evaluation of
joint quality in adhesively bonded structures. The approach is to introduce new ultrasonic
techniques to measure strength related parameters in the adhesive joint. Since previous
results indicate that problems such as gross defects, porosity, excessive adhesive thickness,
improper solidification are detectable by either bulk waves or Lamb waves, we concentrated
our strength evaluation on (apparently) flawless adhesive joints. This year’s
accomplishments are summarized below.

. Developed a new ultrasonic technique to detect intimate mechanical contact between
the adhesive and adherend, which occur without actual bond. Such apparently
flawless, but defective "kissing" bonds are dangerous because ther remain hidden from
conventional ultrasonic inspection. Our new technique is called "microscopic” guided
wave technique, which uses high frequency focused probe and improved the
detectability of such "kissing” bonds significantly.

*  Demonstrated that nonlinear ultrasonic measurements can be used to detect failure in
a flawless adhesive joint when strength degradation takes place. Specifically, the
measured nonlinearity of the adhesive joint is a much more sensitive measure of
strength degradation than linear ultrasonic measurements. Our new nonlinear
ultrasonic inspection methods have been further developed to study feasibility of
direct strength assessment from ultrasonic measurements. Correlation of ultrasonic
strength measurements to mechanical strength measurements is in progress.

110




Background
A. General

Ultrasonic methods have been extensively used for evaluation of the quality of
adhesive bonds and were identified as one of the most challenging problems of
nondestructive evaluation. A detailed summary of the Air Force-DARPA sponsored
research (between 1974-1980) on adhesive bonds is given in a recent review article [1}. The
main problem lies in the lack of understanding of the correlation between mechanica
parameters, e.g. adhesive thickness, elastic moduli, which are measurable ultrasonically, and
overall joint quality characterized by tensile, shcar or peel strength, fracture toughness,
creeping, etc. The overwhelming complexity of the relationship between these quantities
must be simplified by appropriate models in order to establish a workable procedure for
bond quality assessment. Prior to this work, most models developed for bond assessment
were linear elastic ones {2,3,4] but it was questionable whether certain joint qualities, like
strength, could be approached this way at all. Strength is a nonlinear parameter related to
behavior of the material in the region where it produces unproportional effects additional
loading. As for the feasibility of the linear approach there was a great abundance of
supportive and contradicting evidence as well [2,3,4]. All that evidence indicated that linear
elastic measurement should be inherent but not an exclusive part of ultrasonic bond
assessment of adhesive joints. In order to obtain correlation between ultrasonic data and
strength assessment of the adhesive joint nonlinear ultrasonic measurements are needed to
be introduced.

B. Project

In the past year we have progressed in several areas in the development of new
ultrasonic spectroscopic methods, both linear and nonlinear to evaluate the quality of
adhesive bonds. To follow up on our main objective we have concentrated our research
efforts on the crucial problem of apparently "flawless" adhesive joints with reduced
interfacial strength. The category of so calf'ed "flawless" joints may include 1) defective
joints with hidden flaws and 2) actually flawless joints. The boundary between these two
subclasses of flawless joints is not well defined and greatly depends on the inspection
technique used to find possible defects. For example, certain types of defects may be
undetectable with bulk waves, but easily detected by interface waves: porosity, uneven
adhesive layer etc.

For a linear ultrasonic method, we have developed a flexible imaging technique
suitable for either leaky Lamb waves [5] or for our new novel technique of leaky guided
interface waves in order to detect most types of defects, such as porosity, lack of adhesion,
excessive bond line, etc. Leaky Fuided interface waves in the adhesive layer were studied
the first time by both theoretical and experimental means. We determined the ultrasonic
transmission coefficients of both longitudinal and transverse waves as function of frequency
at oblique incidence and identified the spectral maximum as guided interface modes at 1
given phase velocity. We determined the dispersive properties of the lowest order modes
over a wide phase velocity range above the phase velocity of the substrate by changing the
angle of incidence. These leaky guided interface waves are useful in nondestructive
evaluation of adhesive joints. We showed that such waves can be excited and detected by
the same single technique used for leaky L.amb wave transmission with the addition of time
gating. We also showed that leaky Lamb wave inspection of the adhesive joint is mainly
sensitive to the property of the adherend plates and much less to those of the adhesive layer
and the interface between them. Due to the usually rather weak acoustical coupling through
the adhesive layer only the amplitudes of certain Lamb modes and not their frequencies are
really affected by bond defects. Leaky guided interface waves are more sensitive to both
adhesive and cohesive type of defects and the results are easier to evaluate. In addition to
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leaky guided interface waves, we have developed both experimental and theoretical work
for true guided interface waves. These interface waves are directly generated in the
adhesive layer by a shear transducer with either vertical or horizontal polarization relative to
the adhesive layer.

We have introduced for the first time a measurement technique for acoustical
nonlinearities in adhesively bonded structures in order to study feasibility of strength related
ultrasonic measurements [6,7]. Before this work, nonlinear ultrasonic measurements were
developed only to obtain third order elastic constants from harmonic generation of finite
amplitude waves and/or from acousto-elastic technique for bulk materials only. A new
nonlinear inspection technique was introduced based on the dynamic acousto-elastic effect
and was shown to be sensitive enough to measure both first order and second order
nonlinearities at load levels of less than 3% of the ultimate strength. Possible strength
related components of the measured nonlinearity were identified (second order) and
separated from the other much stronger effects by polarization and or by harmonic
(frequency) analysis. Comparison of destructive (joint) and nondestructive bond strength
assessment must take into account the uneven stress distribution in the adhesive sample to
obtain reasonable agreement.

Objective and Scope

The main objective of this investigation is to use linear and nonlinear ultrasonic
techniques to assess bond quality in adhesive joints and to detect hidden flaws in adhesive
joints. This will be achieved by establishing a relationship between measured nonlinearity

arameters in the adhesive joints and mechanical strength. Since conventional bulk and

mb wave techniques have proven to be capable of detecting gross cohesive and adhesive

defects, we were focusing our efforts on the crucial problem of apparently flawless joints of
reduced strength. This category includes defective joints with hidden flaws, e.g. "kissing"
bonds, as well as actually flawless ones. "Kissing" bonds are mechanical contacts between
adhesive and adherend without the presence ot an actual bond. These joints appear to be
flawless for most conventional ultrasonic techniques. Our goal is to develop techniques
which can detect them. For the second subclass which includes actually flawless or perfect
joints our objective is to correlate the measured ultrasonic parameters (linear and
nonlinear) to strength degradation due to fatigue damage and to mechanical strength
measurements. The scope of this work is to develop ultrasonic measurements to assess
interfacial strength in an adhesive joint of metalic plates. The techniques could also be
applied to measure strength in a large variety of materials and joints e.g. composites,
thermoplastic joints.

Approach

In this program we are developing a multistep ultrasonic technique for nondestructive
evaluation ot adhesive joints. First, we introduce linear spectroscopic techniques using
various types of guided waves to detect hidden flaws in the adhesive joints. As a second
step, nonlinear elastic measurements are introduced to find better correlation between
ultrasonic data and strength reduction of apparently flawless joints. In the first category this
year, we have addressed the problem of detecting the so called "kissing" bonds, which are
intimate mechanical contacts between adhesive and adherend without actual bonds. We
have developed a microscopic guided wave technique using a high frequency (50 MHz)
focused probes to interrogate a single adhesive-adherend interface without sending the
ultrasonic wave through the highly absorbing inhomogeneous adhesive layer. This
technique proved to be very sensitive in the detection of very weak "kissing" bond defects in
lapjoints, which were not detectable otherwise. The acoustic nonlinearity in a perfectly
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bonded adhesive joint is measured by our recently developed dynamic-acoustoelastic
technique. The specimens are cyclically loaded in shear-tension or bending configuration
and measurements of the nonlinearity parameter, velocity, and attenuation are carried out
under various external stresses from 1-2% of the ultimate strength up to failure. New
nonlinear elastic models are developed in cooperation with Professor Jan Achenbach in
order to correlate experimental data to bond strength. According to this model, the
measured nonlinearity parameters allow an extrapolation of the stress-strain curve to the
points to adhesive failure. The samples used in this study are Al 2024 plates, which were
bonded by FM 300, AF 191, FM-355 and epoxy adhesive of 1501 thick layer prepared by
Northrop Corporation. We are also usinﬁadhcsive plates in our measurements provided us
by Professor Stan Rokhlin at Ohio State University. These samples are prepared for
assessment of environmental degradation.

The same computer controlled system, which we developed for ultrasonic
measurement it utilized to measure mechanical strength in the standard shear lap adhesive
joint sample.

Technical Progress

To follow up our main objective, we have concentrated our research efforts on the
crucial problem of apparently flawless adhesive joints of reduced strength. The category of
so called "flawless" joints may include 1) defective joints with hidden flaws, and 2) actually
flawless joints. For example, certain types of defects may be undetectable with leaky Lamb
waves, bat are easily detected by leaky interface waves as we have shown earlier. [5]
Mechanical contact between adhesive and adherend can easily take place without actual
bond. In this effort we have introduced a high frequency guided wave technique, the so
called "microscopic” leaky guided waves to improve detectability of such hidden flaws. For
adhesive strength assessment of actually flawless joints, we have developed a computer
controlled uitrasonic system to measure nonfinearity parameter in the adhesive joint as a
function of strength degradation. The same automated system is used to monitor linear
ultrasonic parameters, ¢€.g., velocity and attenuation, as well as static moduli and mechanical
strength.

Mi ic Guided Wave Techni
In our earlier work we have introduced a technique based on the so called leaky
guided interface waves, which are generated in the adhesive layer. [S] We showed that they
are much more sensitive to the properties of the adhesive layer than the leaky Lamb waves

excited in the sandwich like structure of the adhesive-adherend structure. These guided
interface waves are trapped in the regions where all defects are expected to occur; on the
other hand Lamb waves are trapped in the whole joint. With all of their advantages
however, with guided interface waves hidden adhesive type defects like "kissing" bonds are
difficult to detect. These "kissing" bonds occur as a result of plastic contact between smooth
or slightly rough surfaces. It is a typical interfacial defect between adhesive and adherend
and the cohesive properties of the adhesive material are not affected. To detect these
defects, we have introduced a new guided wave technique which generates waves not in the
adhesive layer but at the interface of the adhesive-adherend. We call these waves
"microscopic” guided waves because of the high frequency focused [frequency range is from
25 MHz to 75 MHz] transducer used to generate these waves on the interface.

A schematic diagram of microscopic guided wave inspection technique is shown in
Figure 1. A 50 MHz transducer is focused to the adhesive-adherend interface. Due to the
fact that a very high frequency and viewing angle are used to inspect the interface, this
technique is limited to one side access because of the inherently high attenuation of the
adherend. Six specimens were prepared to test the sensitivity of the suggested microscopic
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guided wave technique. The 150mmX150mm, 6mm thick Al 2024 plates were bonded by
FM 300K epoxy adhesive applied as a 150 1 thick layer. The adherend surfaces were
treated by BR-127 primer according to the specifications (America Cyanamid Co.).
Localized "kissing" bonds were generated by five circular SFOts of 25 mm diameter which
were painted with a release agent. Figure 2b shows typical images obtained from the
defective side and from the other side of the adhesive bond. There are clear indications of
increased reflection at each of the five kissing bonded spots.

! ic Nonlinearity M in Adhesive Joi

In order to enhance our ability to inspect the integrity and assess the strength of
adhesively bonded structures, we have introduced new techniques to measure the linear and
noniinear behavior of these structures. We have developed a dynamic acousto-elastic
technique where the specimen was loaded in shear-tensile configuration as shown in Figure
3. Abroadband shear transducer in the MHz region is used to interrogate the bond line at
normal incidence. A fatigue machine operating at 10 Hz is used to load the sample. The
spectrum analyzer is used as a selective receiver tuned to f1 and fy, frequencies below and
above the resonance minimum. The amplitude modulation at these frequencies was

50 MHz Focused Transducer

Interface
imperfections

Bulk .
Inhomogeneities

Adhesive Joint

Figure 1 Schematic diagram of the microscopic guided wave inspection technique.
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Figure 2

KISSING BONDS DETECTED BY HIGH-ANGLE
INSPECTION AT 50 MHz
FREKOTED SIDE

Ultrasonic images from a) the frecoated side and b) the defect free side.
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measured by a lock-in-amplifier to the fatigue machine. Both first and second order
nonlinearity parameters were obtained from the change of velocity as a function of the first
and second harmonic of the external load respectively. We have shown that the second
order nonlinearity can be measured at low (less than 3% of the ultimate strength) external
load. The question still remains whether this nonlinearity parameter is more strength
related then its linear counterparts, e.g. ultrasonic velocity and attenuation? In order to
address this question, first, we have developed a control experiment. In Figure 4, a
schematic diagram of the experimental arrangement is shown. A viscoelastic bar, which
models the adhesive, is rigidly held at one end while the other end is moved by a computer
controlled linear scanner in discrete steps. The resulting bending deformation produces an
uneven stress distribution in the sample with a strong stress concentration at the rigidly held
end where an ultrasonic transducer is used to monitor both linear and nonlinear parameters
as a function of reduced strength due to excessive fatigue loading. The measure
nonlinear.’tty seems to be much more sensitive to the degradation of strength due to
long-term fatigue loads than linear parameters.

One adhesive failure model assumes that the failure in an adhesive joint takes place in
a very thir layer near the adhesive adherend interface. This layer, which is typically of the
order of a micron or less, is known as Weak Boundary Layer (WBL). We have
demonstrated the advantage of using a nonlinearity measurement to detect a region of
reduced strength in the WﬁL. An A é)ogmer bar was cyclically loaded up to several
hundreds of cycle, with frequency of 0.1Hz. The second order nonlineanty parameter, as
well as linear parameters, e.g. sound velocity, attenuation and static modulus, were
measured using the experimental system shown in Figure 5. To obtain the WBL in the
polymer, the sample was cut and bonded together with an acrylic cement. On Figure 5 the
second order nonlinearity parameter variation is shown as a function of fatigue loading, at
30% of the ultimate, for a weakened and for two solid samples. Notice that both the initial
value, as well as the growth rate for the sample with the weak boundary layer is an order of
magnitude larger then the solid ones. No significant change of the measured velocity,
attenuation, or the static modulus was observed comparing these samples before or after
fatigue loading.

The same phenomena is also demonstrated in an actual adhesive lapjoint using an AF
191 adhesive with aluminum plates as the adherend. On Figure 6, the behavior of the
normalized second order nonlinearity parameter and the normalized velocity are plotted at
0.8 KSI external load vs. the number of fatigue cycles up to failure. The factor of 10 increase
in the nonlinearity parameter vs. the less then 1% variation in the sound velocity clearly
demonstrates the superior sensitivity of the former for strength assessment. Correlation
between ultrasonic and mechanical strength measurements of the adhesive joint is in
progress. Initial data indicates reasonable good agreement between destructive and
nondestructive results when the uneven stress distribution in the joint is properly
considered.

Summary

In summary we have addressed the problem of ultrasonic strength assessment of an
apparently flawless adhesive joint. We have developed a new technique, a so-called
microscopic guided wave technique, which is capable of detecting hidden adhesive type
flaws, such as a "kissing" bond. These bonds have zero strength. We have further developed
our capabilities to measure nonlinear behavior of the adhesive joint under external
shear-tensile and bending stresses. We have shown that second order nonlinearity
measurements are much more sensitive in the detection of Weak Boundary Layers and
strength degradation due to fatiguing than are linear parameters. The feasibility of direct
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ultrasonic strength assessment of the adhesive joint from nonlinearity measurement has
been addressed and correlation between ultrasonic data and mechanical strength is in
progress. One of the remaining unanswered questions is whether a single measurement, e.g.
the measurement of a nonlinearily parameter is sufficient to describe the interfacial
strength. Another problem that has to be considered is the strength degradation in a joint
due to microvoids in the adhesive layer and at the interface.

Plans for Next Year

Our previous results showed that the relatively high acoustic nonlinearity observed in
adhesive joints is mainly due to distributed defects in the adhesive, as well as the
adhesive-adherend interface. This effect is directly related to strength reduction caused by
microscopic degradation of material integrity. In addition, the adhesive material itself is
highly nonlinear and this intrinsic nonlinearity can be used to assess certain material
properties (such as the degree of hardening) more sensitively than from conventional linear
acoustic measurements.

In order to separate these two different types of nonlinearities in our results, we are
going to study the effects of various key parameters on the acoustic nonlinearity.

The acoustic nonlinearity will be measured by our recently developed dynamic
acousto-elastic technique. The specimens will be loaded in shear-tensile or shear-torsion
configuration up to approximately 30% of their ultimate strength. At these levels, the
acousto-elastic effect produces a readily measurable 0.01% change in the uitrasonic velocity.
It is well known that in adhesive joints the measured strength might be significantly different
for different strain rates and temperatures. Therefore, the effect of these two parameters
will be separately investigated by changing the operating frequency and temperature
between 10-3 and 1 Hz and 30°F and 80°F, respectively. In all other experiments, these two

parameters will be kept constant at 0.1 Hz and 70°F. It is expected that these experiments
will verify that acoustic nonlinearity is a better indication of adhesive bond quality than any
linear parameters such as sound velocity or attenuation.

We have previously demonstrated in different plastic specimens that strength
degradation due to cyclic fatigue loading can be best assessed by monitoring the acoustic
nonlinearity of the materials. We are going to use the same approach to detect fatigue
damage in adhesive joints.

Previously, a propagation delay of the second interface echo was measured as a
function of the load to obtain the overall nonlinearity parameter related to the overail
integrity of the adhesive layer. We are going to measure the amplitude of the first interface
echo as a function of the load to assess a more localized nonlinearity parameter related to
the "adhesive" integrity of the adhesive-adherend interface. Although fatigue loading was
found to be uniquely well suited to control material strength without affecting other
parameters, other {)rocesses such as heat damage, exposure to humidity, and imperfect
polymerization will be also considered.

Conventional destructive measurements will also be conducted on the adhesive bonds
to establish their actual strength. We are going to compare the acoustic nonlinearity
parameter to the measured degradation of the bond strength. New models will be
dcvelo% d in collaboration with Prof. Jan Achenbach to correlate experimental data to bond
strength. Adhesive samples developed by Prof. Stan Rokhlin will be also used to evaluate
the different ultrasonic techniques to measure strength degradation.
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NONDESTRUCTIVE EVALUATION METHOD FOR ASSESSMENT OF
ENVIRONMENTAL DEGRADATION OF ADHESIVE JOINTS

S. 1. Rokhlin
The Ohio State University

Executive Summary

One of the critical issues in the wide application of adhesives for structural joints is the
integrity and reliability of the joint in service. It has been known in practice for a long time
that sometimes adhesive joints fail catas‘rophically, especially in humid environments.
Usually such failure happens at the adhesive-adherent interface and is called the
“interfacial" or "adhesion" mode of failure. The causes of such failure are currently not
completely understood, although it is kncwn that surface preparation prior to bonding and
environmental conditions in service are the most important factors in joint reliability.

While the extreme importance of environmental attack in relation to adhesive joint
integrity has been understood, there has been no prior development of nondestructive
methods to assess the integrity of adhesive joints in humid environments. The first
development of this type is undertaken in this work.

The main objective of this project is to develotp a nondestructive evaluation method
for assessment of the environmental degradation of the structural integrity of the adhesive
joints. We aim to assess the life expectancy and strength reduction of adhesive joints in the
environment, including effects of moisture, temperature and structural load.

Our accomplishments can be briefly summarized as:

*  Found experimental conditions such as temperature and load for accelerated
environmental degradation of adhesive joints.

¢ Observed that adhesive joints under these conditions failed in the interfacial mode.

° Found that the ultrasonic signature carries information on the state o .he interface
and may be used for joint life expectancy assessment.

. Showed that the shift of frequency of the reflection minima starts to occur at
approximately 70% of the joint life time and increases with time.
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Background
A. General

The use of adhesive joints in aircraft structures has been addressed in the Prima
Adhesive Bonded Structure Technology (PABST) Program [1] which was initiated by %e
Air Force in the seventies. The program focused on surface pretreatment of the metal
adherents to guarantee initial bond strength and long term durabilityg]. This program
established that the major disadvantages of adhesive joints are unpredictable failure in
service, especially in humid environments, and poor inspectability. Lack of nondestructive
inspectability of the inte?hasial properties of adhesive joints is one of the factors limiting
applicability of adhesive bonding technologar. With this understanding a plan was developed
according to the DARPA/AF initiative l3], to set forth a Program plan to address the needs
in NDE for adhesive bonded structures”. The plan identified major directions for research
on mechanisms of adhesive joint failure and joint evaluation. In particular it has been
recognized that joint strength needs to be directly related to micro-defect properties and to
the intrinsic distribution of these properties. The importance of understanding the effect of
environmental attack and interphase property measurements has been emphasized.
However, the plan was not in;:p ement=d at that time [4] and has only been partially
addressed in the current Air Force NDE Program.

Currently available ultrasonic nondestructive techniques can detect delaminations in
adhesive joints. There are also available methods to measure the adhesive elastic modulus
and the porosity content of the joint. The correlation between the elastic properties and the
cohesive strength of the adhesive has been established [4]. However, these techniques fail in
evaluation of the integrity of the interfacial adhesion between adhesive and adherents.
Efforts to evaluate adhesive joint interfaces have recently begun to show promise. It has
been established [5] that an ultrasonic wave that produces shear stress on the interphase is
sensitive to interphase properties in adhesive joints. Such stresses can be produced using
interface waves [5,6], guided waves in the bonded plates [7,8,9], or ultrasonic waves
obliquely incident from the substrate onto the interface [10,11,12].

The major problem of adhesive joint usage in aircraft applications is catastrophic
environmental failure, which has interfacial character. It was proposed [2] that an
aluminum-adhesive interphase fails cnvironmentally through degradation of the Ald20
interphase layer. Proper penetration of the primer into the pores prevents (or hin ers%
transport of water along the interphase leading to degradation. A second mechanism of
environmental degradation of an adhesive joint is the weakening of the thin layer of
adhesive on the interphase between adhesive and adherent and disruption of
inter-molecular bonds on the oxide-adherent interface.

While the extreme importance of the effect of humid environments on adhesive joint
integrity has been established in the past, there has been no prior development of
nondestructive methods to assess the integrity of adhesive joints in humid environments.
The first development of this type is undertaken in this work.

Previous to this project we developed an ultrasonic method for evaluation of thin
interphasial layers in adhesive joints. A special ultrasonic goniometer for adhesive bond
evaluation has been designed. We have also developed a theoretical model of ultrasonic
wave interaction with adhesive joints of aluminum.
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B. Project

During the first stage of this project we developed an ultrasonic method sensitive to
interfacial properties in adhesive joints. This method utilizes frequency analysis of the
reflection coef%cient of a transverse wave obliquely incident on the joint interface. The
experimental system, which implements a novel type of ultrasonic goniometer, has been
developed. This goniometer simplifics measurements by requiring only one ultrasonic
transducer for regection coefficient measurements of obliquely incident waves.

During the second stage of this Froject we performed an experimental study on
adhesive joints prepared with controllable interface properties. This was done by
introducing very thin layers of epoxf' resin, with different amounts of curing agent, on the
interface between adherent and polymer. We have demonstrated that the elastic properties
of these interfacial layers were measurable using the experimental technique we have
developed. We have also developed a theoretical model which relates the ultrasonic
signatures to the interfacial properties, including the properties of the porous anodized
aluminum oxide and weak boundary interfacial layers. sing this model we were able to
measure the prog)erties of the interfacial layers we made and to show that they were close to
the properties of the bulk epoxy.

In the last year, which is the period here reported, we have begun to develop a method
for assessment of environmental degradation of adhesive joints. During this period we have
developed facilities for joint preparation and aging in humid environments under stress.
Our initial experimental results have demonstrated that the signature of the reflected
ultrasonic signal from an adhesive joint interface carries information on moisture diffusion,
the state of the adhesive-adherent interface, and whether the dominant mode of failure is
interface or cohesive. A preliminary relaticn between ultrasonic signature, environmental
degradation and life expectancy has been established.

Objective and Scope

The goal of this project is to develop an ultrasonic nondestructive evaluation method
for assessment of the environmental degradation of the structural integrity of the adhesive
joints. We aim to assess the life expectancy of adhesive joints in the environment, including
effects of moisture, temperature, and structural load.

The past year was the first year of our work in this direction. Our specific objectives
were:

. To define the experimental conditions (temperature and load) for
reparation of environmentally dcgraded samples.

. o develop and apply the damaged samples.

. To relate ultrasonic and mechanical data and thus determine

the potential applicability of the technique for joint
integrity assessment.

Here we must stress that mechanical properties of the material; such as strength,
cannot be determined nondestructively. One should note that under load the stress in the
adhesive joint is distributed nonhomogeneously with a high level of stress concentration at
the joint edge. The failure load of the joint (which is its operational characteristic), called
the “joint strength”, depends on stress concentration level and microdefect population in the
adhesive, i.e. the "material strength" (we suppose absence of macrodefects in the joints
which can be detected by conventional NDT techniques). When microstructural changes
and microstructural defects occur in a material, they lead to mechanical property changes
(strength reduction). The intrinsic microstructural and chemical parameters (for example,
degree of cross-linking of the adhesive, nature and density of bonds at the
adhesive-adherent interface, interface morphology, ainid microdefects) will affect not only
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strength but also elastic and inelastic properties of the material which can be measured
ultrasonically. 'I'hifigrovides a basis to correlate the mechanical strength and the viscoelastic
properties of the adhesive and interfacial regions. When moisture attacks the interface it
produces changes even on the molecular level. Highly polarized molecules of water and salt
ions may alter van der Waals bonds on the adhesive-adherent interface. When such
interfacial degradation progresses, it changes microscopic conditions (stress transfer)
through the interface thus affecting the retlected ultrasonic signal. The same effects lead to
strength reduction of the adhesive and joint failure under load.

Approach

We evaluated environmentally degraded adhesive joints exposed to hot water under
strain. The samples were degraded in fresh and salt water at dif";‘gx?ent temperatures under
different loads. Ultrasonic measurements were made using the angle-beam ultrasonic
reflection technique. As will be shown below, several parameters of the reflected ultrasonic
signal in the frequency domain can be used as indicators of joint degradation. The
ultrasonic data will be related to the lap shear joint strength determined by static tests.

To attain the required sensitivity to the properties of the interface between adhesive
and adherents, we need to induce shear stresses on the interface. This can be done using
obliquely incident longitudinal or transverse waves at a selected angle. In order to make
such an approach practical, a novel ultrasonic goniometer was built which focuses an
obliquely-incident ultrasonic wave at different incident angles on the same area of the
interface. An illustration of the concept of the design of the goniometer is shown in Figure
1. A transducer is positioned on the arc of a cylindrical reflector. The latter, which acts as a
focusing lens, reflects the ray from the interface of interest to the transducer. The
goniometer therefore has the ability to measure interface signals at various incident angles
with only one transducer and scan the joint.

To analyze the effects of changes of the properties of these interfacial layers on
uitrasonic signals and to consider the inverse problem we developed a theoretical model.
The model incorporates adherents, anisotropic porous oxide, and viscoelastic layers of
primer, adhesive, and WBL (weak boundary layer). The adherents are considered as solid
semispaces; this is apprg_priate when short ultrasonic pulses are used. (This approach has
the advantage that interference of ultrasonic waves in the adherent is excludeds

Using theoretical analysis we have selected the optimum experimental conditions for
ultrasonic assessment of interfacial properties. We have performed ultrasonic
measurements on samples which have different times of exposure to the humid
environment, temperature, and mechanical load. We have found shifts in the frequency of
the minima of the reflected ultrasonic signals when the interface is attacked by moisture and
becomes partially defraded. We have related this phenomenon to the transition of the
cohesive mode of failure for good samples to the interfacial mode of failure for samples with
degraded interfaces. This corresponds to the beginning of signiﬁcant reduction in the joint
strength, finally leading to joint failure under the operational load in the environment. Our
preliminary results indicate that this occurs at approximately 70 percent of the joint lifetime,
thus suggesting a method for predicting joint life expectancy.
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"~ Specimen

Figure 1 Arrangement for ultrasonic measurements: schematic of an ultrasonic
goniometer.
Technical Progress

The single lap shear joints were prepared using 1.60 mm thick Alclad 2024-T3 alloy,
FM-73 adhesive film, and BR-127 primer. Alclad 2024-T3 was selected because it is
representative of those used in the aircraft industry, and because it is the standard alloy used
for testing of bonded joints in the ASTM D10602-72 code. The adhesive prepreg FM-73,
manufactured by American Cyanamid, is a modified egoxy adhesive film supplied with a

olyester knit fabric. The corrosion inhibiting primer BR-127, from the same manufacturer,
1s a modified epoxy phenolic resin used as a general purpose aerospace primer.

The aluminum adherent surfaces were prepared prior to bonding to phosphoric acid
anodization (PAA) following standard Boeing procedure. A thin layer of RR-127 primer
was sprayed on the aluminum coupons after air drying. After 40 minutes air drying and 30
minutes curing at 120° C = 6° C, the aluminum coupons were ready for bonding.

The standard curing cycle was employed for bonding with FM-73 adhesive film. The
joints were heated in 30 minutes to 120° C, then held for 60 minutes at 40 + 5 psi and 120° C
= 3° C, carefully calibrated by thermocouple. After pressure release the specimens slowly
cooled to room temperature. The thickness of the adhesive layer was measured by
micrometer and was usually between 100 and 140 um.

Single lap shear joint samples were used in the experiments. Some of the joints were
dimensioned as described in ASTM D1002-72 with 0.5 in? overlap a{eas (1.0 in. wide); the
others, in order to increase the stress level in the joint, had 0.375 1n. overlap areas (3/4 in.
wide). The environmental degradation was performed on different sets of samples for
different loads, temperatures, and exposure mediums. The joined samples were found to be
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initially all of approximately the same strength. Thus, the joint properties after
environmental treatment performed on samples from the same set can be compared to each
other.

The service environment always includes the effects of stress, temperature and
humidity. Ideally, evaluation of environmental degradation of adhesive joints should be
done in the natural environment. However, we selected accelerated aging, requiring the
joints to be broken in 1-3 weeks. The temperature, the load, and the exposure medium
were selected for experiment to satisfy this time requirement.

In this work, an Alcoa aluminum stressing fixture was used to apply the load on a
single lap adhesive joint in an environmental degradation experiment. The fixture is an
aluminum ring which keeps the adhesive joint samples under tension. The applied load was
measured as deflection ot the ring by a dial indicator, and then the deflection value was
converted to a load value by using a stressing fixture calibration curve. Loaded samples
were then immersed for different times in fresh or saturated salt water at different
temperatures (60°C, 68°C, 70°C, and 80°C) in order to find the proper temperature, load,
and exposure medium. From these experiments it is found that in saturated salt water at
68°C under 800 Ib. load (for 3/4 in. wide samples) or 1000 Ib. load (for 1 in. wide samples),
the joints would be broken within one to several weeks. These conditions were selected for
further experiments.

A set of experiments was done for samples (1 in. wide) aged at 70°C. Figure 2 shows a
summary of the sample lifetimes under these conditions. One sample was found broken
immediately after it was put into salt water; the other three samples were broken in 18, 24,
and 48 hours; the remaining ten samples were broken between 48 to 96 hours. This shows
that the lifetime is affected greatly by load, temperature and exposure medium and varies
greatly between samples while, as noted above, different samples had the same strenfth
before degradation. From the experimental data one can see that the adhesive {ox’nt ifetime
is poorly predictable and varies over a wide range despite the fact that the initial strength of
the different joints is the same. This shows the necessity of nondestructive assessment of the
state of the joints during service.

Ultrasonic measurements were performed before and after environmental
degradation using the ultrasonic goniometer. The complete experimental system is shown in
Figure 3. A computer-controlled DC motor was used for simultaneous control of the
transducer rotation and sample translation. Angle and translation accuracies are 0.01°C
and 0.01 mm, respectively. At each angle of rotation the signals received were automatically
digitized and averaged by a computer controlled LeCroy 9400 125 MHz digital oscilloscope
and fed to a computer through an IEEE interface. The signals were then
Fourier-transformed to the frequency domain and deconvolved with th.e reflected spectra
from an air-backed aluminum plate. The water tank was temperature-stabilized at 29.8
+0.05°C.
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Figure 2 Lifetime of single lap shear adhesive joints aged in saturated salt water under

1000 Ib. load at 70°C. The axis of ordinates represents the number of broken
samples at the indicated times.

Properly prepared adhesive joints failed cohesively inside the adhesive as a result of
lap shear tensile tests. The failure mode of an adhesive joint becomes interfacial after
severe environmental degradation. The interfacial mode of failure in environmentally
affected samples is due to accumulation of a critical concentration of water in the interfacial
regions, which is governed by the rate of diffusion of water through the bulk adhesive and is
accelerated by temperature and applied load. Loss of integrity of the interfacial regions
occurs due to rupture of interfacial bonds and hydration in the oxide layers [13]. Brewis et
al. [14] suggested that water may penetrate either by transport through the bulk adhesive, or
by transport along the adhesive-adherent interface. Water accumulates at hydrophilic
centers in the boundary layer, and interferes with adhesive/adhesive and metal
oxide/adhesive hydrogen bonds, thus weakening the boundary layer. This is followed by
stress-hydrolysis of covalent bonds in the interfacial layer as well as hydration of metal oxide.
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Figure 4 (a.) Depth changes of the second ultrasonic reflection minimum during

exposure in salt water under 800 Ib. load at 68 °C. Initial failure load and
failure load after exposure are shown. (b.) An example of measured reflected
spectra from the interface before (solid line) and after (dash line) the
degradation.

temperatures below 70 °C which is close to the possible service conditions. As a result of
exposure the morphology of Al,0; was changed and cracks developed in the pore walls,
thus significantly changing the strength and elastic properties of Al,0s.

To find the relation between ultrasonic parameters and joint exposure time we made
ultrasonic measurements on samples loaded in the fixture for different time intervals. The
samples were held in salt water under 800 Ib. load at 68 °C. The results for two samples
measured with a 15 MHz transducer are shown in Figure 4(a). The depth of the second
minimum in the reflected spectrum is shown on the ordinate axis. Examples of reflected
spectra for two points are shown in Figure 4(b). Lap shear strength of these samples after
exposure is also indicated in Figure 4(a). It is reduced to about 2100 Ib. from the initial
strength, 2440 Ib., which is determined from the average strength value of four randomly
sc;,_leﬁted samples from the same set. In this experiment there was no visible frequency shift
of the minima.

One can see from Figure 4(a) that the two samples shown did not fail by themselves in
the process of aging. So the actual lifetimes for these samples are unknown (they were
broken by mechanical testing). The results of a similar test at a higher load of 1000 Ib. and
68°C are shown in Figure 5. The sample failed by itself at 64 hours of exposure time. Since
it was under 1000 Ib. load this is its failure load (compared with the failure load of 2100 Ib.
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Figure 5 Frequency and depth changes of reflection spectrum minimum due to

exposure in salt water under 1000 Ib. load at 68°C.

for samples shown in Figure 4(a). The change of the second minimum depth and the
frequency shift of this minimum are shown. One can see that the frequency shift of the
minimum begins to be significant after 45 hours, roughly after 70% of the lifetime.
Fractographic analysis of the failed sample shows that it failed mostly in the interfacial mode
with a large area of clean A1, 0 ; surfaces (an A, 0 ; surface can be clearly recognized by
color changes of the light reflected from the sample fracture surface viewed through a
polarizing optical filter).

One may suggest the following ex?lanation of the observed phenomenon. Because
hig}\ corrosion inhibiting primer BR-127 was used in the interfacial regions, the water first
diffused through the bulk adhesive, resulting in increase of attenuation there; thus the
amplitude of the reflection minimum decreased. At this stage of water accumulation the
bulk elastic properties did not change very much; therefore, no frequency shift of the
minimum was observed, as shown in Figure 4(a) and Figure 5 for the first 40 hours of
exposure. Because of the inhomogeneity of adhesive and primer in the bonding region,
some of the interfacial region was affected by the water attack. For this reason and because
of the plasticization of bulk adhesive by the absorption of water, the strength of the adhesive
joint was reduced Gut the failure mode was mixed though dominated by cohesive failure.
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During the next stage the water attacked the interfacial regions. This was followed by the
hydrolysis of interfacial covalent bonds and rupture of interfacial secondary bonds, which
caused significant mechanical weakening of the interfacial regions resultin%in interfacial
failure (after 64 hour exposure). It is important once more to note that a shift of the
ultrasonic minimum preceded the failure and thus can be used for failure prediction.

Summary

The results of this year can be summarized as follows. Degradation of adhesive joints
of aluminum samples has been performed in fresh or salt water at different load levels and
temperatures. The strength of the samples undergoes significant change during such
treatment. The lifetime of a joint sample depends on load level and temperature, and varies
greatly between samples. Cohesive failure in the adhesive has been observed for
non-exposed samples; partial cohesive and partial interfacial failure has been found for
samples in an early stage of degradation; and interfacial failure has been found for severely
degraded samples. One ng'e?eculate that the interface weakening is due to replacement
of adhesion bonds by absorbed water and the hydration of porous aluminum oxide.

It was found that ultrasonic data correlated well with strength reduction during
degradation. Both the depth and position of minima in the reflected ultrasonic frequency
spectra from adhesive joint interfaces are related to mechanical properties of the joints, and
can be indicators of joint degradation. Our prelirninaxg results showed that the reflection
minima began to shift in frequency at approximately 70% of the joint lifetime. Thus the
technique shows promise for predicting service life of adhesive joints under environmental
attack.

Plans for Next Year

The objectives for the next year’s work and to develop a methodology for NDE of joint
integrity degradation and assessment of joint life expectancy.

The work will concentrate on the development of nondestructive methodologies to
assess the intafrity of adhesive joints in humid environments and their life expectancies
under load. We have found that in humid environments, adhesive joints fail in the
interfacial mode. We will focus on the relation between ultrasonic signature and the
percentage of interfacial failure, depending on time of exposure to the environment. Thus
we will establish a microstructural relation between ultrasonic signature and degradation of
mechanical properties. Our preliminary results show good correlation between frequency
shift of the minima of ultrasonic reflectivity, percentage of interfacial failure and strength of
the degraded adhesive joint. We will continue to explore physical models for computer
simulation of ultrasonic wave interaction with degraded interfaces during this year. We will
consider the weak interfacial layer as a two-phase medium, one phase having properties
equal to those of the bulk adhesive and the other hav ~g low moduli. To relate the model to
the ultrasonic measurement, the face volume fractions will be determined from
fractographic measurement of the failed joints which correspond to interfacial failure. The
first phase will fail in the bulk and the second in the interface.

Samples and results will be shared with Dr. L. Adler for evaluation using nonlinear
techniques. Results and models will also be discussed with Dr. J. Achenbach. We have had

an extensive discussion with Dr. Achenbach in December 1991 and such discussions will be
continued.
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EDDY CURRENT CHARACTERIZATION OF COMPOSITES

R. E. Beissner
Southwest Research Institute

Executive Summary -

Metal matrix composites with excellent strength and thermal properties have been
identified as candidate materials for advanced gas turbine engine components. At the
present time, applied research in this area is focused on the manufacturing technology
needed for the reliable and cost effective fabrication of such components. This work has
revealed the need for NDE methods that can efficiently measure fiber volume fraction and
layup in multi-ply structures. Accordingly, the research reported here is aimed at
developing eddy current technology for the purpose of measuring fiber volume fraction and
layup in advanced composites.

The principal impediment to eddy current characterization of composites is that the
electrical properties of such materials are anisotropic. This complicates the flow of eddy
currents in the material and has a decided influence on the response of an eddy current
probe to material characteristics. As a result, conventional methods for interpreting eddy
current signals in terms of material properties, all of which were developed for isotropic
materials, are not applicable to composites. The general aims of the research are,
therefore, to develop a scientific basis for eddy current testing of cotn;i)ositcs and to develop
specific measurement methods for volume fraction and layup in metal matrix composites.

During the first year of work the basic framework of a theory was developed for
materials with uniaxial anisotropy and applied to studies of eddy current flow patterns and
to measurement methods for determining layup in multi-ply structures. Efforts in the past
year were concentrated on an extension of the theory to biaxial conductors, development of
a model relatin% anisotropy characteristics to composite microstructure, experimental
verification of the overall method, and preliminary studies of methods for measuring volume
fraction. Specific accomplishments covered in this report are the following:

. Completed theory of eddy currents in biaxial conductors

*  Developed theory of conductivity tensor for arbitrary arrangements of parallel fibers
*  Verified models by comparison with experimental data

. Began investigation of volume fraction measurement methods

With the successful achievement of these goals, the basic theoretical framework
needed for ini_.preting eddy current measurements is complete. Future work will involve
applications and experimental testing.
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Background
A. General

The general aim of the research program described here is to apply eddy current
nondestructive evaluation (NDE) methods to the characterization of the microstructure ot
continuous fiber metal matrix composites. While other NDE methods might also be used
for this purpose, the eddy current method is more easily implemented than other methods in
a scanning mode to search for material abnormalities. Thus, potential applications tend to
focus on inspection during manufacturing processes, where there is a need for fast, reliable
methods to insure the quality of materials and fabricated parts.

The need for better NDE methods was demonstrated in a recent pilot study of the
fabrication of a part for a gas turbine engine [1] using a commercially available metal matrix
composite. Problems encountered in this study were misalignment of layers in the
multilayer structure and the existence of localized regions with abnormal fiber spacing. In
particular, it was noted that fiber damage (cracking) tends to occur in regions ot high fiber
volume fraction, where fibers may form clumps with little or no matrix material between
them. A similar conclusion regarding the importance of volume fraction was reached in a
separate, independent study [2]. In the first study, an attempt was made to apply ultrasonic
and radiographic methods to the inspection of materials and structures, but without much
success. It was concluded that more sensitive methods are needed.

NDE methods for metal matrix composites are summarized in the 1988 review by
Reynolds [3}. The principal conclusions noted here are that while radiography aad high
frequency ultrasonics are potentially capable of detecting defects of interest, these methods
are time-consuming and expensive, and therefore not well suited to large scale use during
manufacturing. Eddy current methods received only cursory attention, though the potential
value of such methods in providing rapid inspection was noted.

The material summarized by Reynolds was updated by means of computerized
searches of more recent literature, using facilities available at Southwest Research Institute
and at the Metal Matrix Composite Information Analysis Center. With a few exceptions,
nothing of significance was added to the information provided by Reynolds. Most attempts
to use eddy current continue to be cursory, making use of the off-the-shelf equipment and
standard analysis methods.

Exceptions are the work of Sabbagh, et al. [4], Bowler, et al. [S], and, more recently,
Burke [6]. All of these authors recognized that because composites have anisotropic electric
conductivity, standard methods of analysis, which are based on isotropic conductivity
models, are not applicable. Their approach, which is followed in the work reported here, is
to return to the physics of electromagnetic fields in anisotropic conductors in an effort to
understand eddy current behavior in such materials. The basic idea is that in order for eddy
current NDE to be successful for composites, it will be necessary to first understand how
anisotropic conductivity affects probe response and then design measurement methods
specifically for such materials.

B. Project

During the first year of the present project, a probe response model was developed for
multilayer structures consisting of uniaxially anisotropic layers. The theory makes use of
transverse electric and transverse magnetic Hertz potentials, and is an extension of a
previously published theoglxh[S] from the case of a uniform half-space of material to a
niultilayer configuration. The transmission and reflection properties of each layer are
represented by matrices which are calculated individually and then combined to give the
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overall response of a multilayer structure. Provisions are made for calculating the response
of circular coils with axes either normal or parallel to the surface of the composite, and for a
special serpentine coil which tends to produce unidirectional current flow in the material.

Calculations were performed for graphiie-epoxy structuies because conductivity data
for this material are readily available. In addition to coil impedance data, eddy current
fields within the material were calculated to show how much fields differ in isotropic and
anisotropic materials. The results of one such calculation are plotted in Figure 1. These
data show that, unlike isotropic materials where current flow is always parallel to the
surface, the current vector in the anisotropic case can have a norma]ycomponent which
could prove advantageous in the detection of delaminations. Additional calculations

showed that with proger attention to probe design, delaminations should be detectable and
layup is measurable [7]

By the end of the first year it was evident that additional developments were needed to
complete the theory and its validation for composites with abnormal fiber arrangements.
The first of these was a generalization from uniaxial anisotropy, which applies with the fibers
are well-ordered in a regular array, to biaxial anisotropy, which occurs when fibers are more
closely spaced in one direction than another. This is an important point because one of the
abnormalities one would hope to detect is fiber clumping, which is characterized by a high
volume fraction with the fiber spacing being smaller in the direction parallel to the surface

Figure 1 Eddy current pattern below the surface of a graphite-epoxy composite. At
sufficient depth current flow is predominantly across the fibers with a

significant component normal to the surface, which is the vertical direction in
this plot.
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than it is in the direction normal to the surface. The second development nceded at this
point was a model that gives the conductivity tensor for abnormal fiber arrangements, so
that probe response can be related to the fiber distribution. The only models available at
that time were a theory for square or hexagonal arrays, and various theories for random
distributions. Neither of these models is applicable to the case of concern, which is an
arbitrary, but fixed arrangement of fibers in a conducting matrix. Finally, and most
importantly experiments on controlled samples are nceged to confirm and validate the
theoretical advances.

Objective and Scope

The overall objective of this project is to develop eddy current technology of
characterizing the microstructure of metal matrix composites. Specific objectives for this,
the second year of research, are the following:

*  Develop a theory of eddy currents in biaxial conductors

. ?evelop a model of the conductivity tensor for arbitrary arrangements of parallel
ibers

*  Verify models by comparison with experimental data

In addition, it was intended that modelis be applied to numerical studies of the
measurement of volume fraction under various conditions, i.e., with different fiber
arrangements, matrix conductivities, frequencies and different probe configurations. The
purpose of this study is to identify the most promising approach to volume fraction
characterization.

Altho%gh most numerical and experimental work is focused on a specific metal matrix
composite, T1 6Al-4V/SCS-6, it is expected that the methodol?_gy developed, and certainly
the theory, will be applicable to any material with continuous fiber reinforcement. As
exemplified by some of the early results, this includes graphite-epoxy composites as well as
several other metal matrix materials. Other types of composites, such as particle-reinforced,
are not included, though it should be possible to develop similar techniques and theories for
these materials as well.

The principal areas of application are inspection of materials during manufacture and
inspection of parts involving composite materials. It is in such applications, where there is a
need for rapid screening of large quantities of materials, that eddy current methods offer an
important advantage other NDE methods for composite inspection.

Approach

The extension of the eddy current model to biaxial conductors was based on the recent
work of Wait [8], who develcped a system of coupled partial differential equations for the
electric and magnetic fields in a half-space under the influence of an incident plane wave.
To apply Wait’s theory to the eddy current problem it was necessary to reformulate the
calculation in terms of the Fourier components of the incident field from an eddy current
probe and then solve the boundary value ]problem for a plate of finite thickness. Once this
was done the probe impedance was calculated from the reciprocity theorem in the usual
way.

For reasons cited above, a new approach was needed to calculate the conductivity
tensor. The new theory is based on the integral equation for the electrostatic potential in a
system consisting of an arbitrary arrangement of parallel fibers in a conducting matrix. The
equation is solved by substituting the Fourier expansion of the potential on the surface of
each fiber, thus reducing the problem to a system of algebraic equations for the Fourier
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coefficients. The resulting system is then numerically solved for applied fields in three
orthogonal directions and the results are substituted in integral expressions for the
components of the conductivity tensor.

To generate experimental Gata for verification of the conductivity and probe response
models, an attempt was made to fabricate a scaled up model of a metal matrix composite by
drilling holes in an aluminum block. This proved to be impractical because of the very large
length-to-diameter ratio required for the holes to properly simulate fibers. A second
attempt made use of a small specimen of a titanium alloy composite. Although some useful
data were obtained, this effort was also largely unsuccessful because available probes
exhibited resonances in the fre(}uen range of interest. Finally, experimental data for an
Al/B composite were obtained from Stieve Burke of ARL Melbourne, and these data were
used for verification of the models.

To invesu}ate the measurement of volume fraction and fiber orientation in specimens
with regular and irregular fiber distributions, and with variations in the matrix conductivity,
the models described above were used to calculate probe response as a function of
specimen characteristics, probe configuration and frequency.

Technical Progress

The major accomplishment of the second year of work was the development of a
model of the conductivity tensor for an arbitrary distribution of fibers. The theory Lears
some resemblance to one developed several l};ﬁ:ars ago for periodic arrays in that the
conductivity tensor is calculated in terms of the Fourier coefficients of the electrostatic
potential on the surface of a fiber. The main difference is that in the new theory the fibers
need not be periodically arranged, and the potential can therefore differ from one fiber to
the next. This results in a considerably more complicated problem which has, nevertheless,
been solved with an efficient computer algorithm.

To investigate the influence of fiber distribution on the conductivity tensor,
calculations were performed for a large number of different distributions ranging from
periodic to highly disordered. Figure 2 shows two of the fiber distributions used in this
study, one at lJow volume fraction (0.24) and the other at high volume fraction l_§0.43). It was
found that when fibers tend to lpack closely together in rows parallel to the surface, which is
often observed in experimental studies of fiber distributions, the conductivity in the normal
direction can be significantly lower than in the direction parallel to the rows, resulting in
biaxial rather than uniaxial anisotropy. This can be seen in Figure 3, which summarizes the
results of the study. At low volume fraction the transverse conductivity components (yy and
zz) are approximately equal, but as the volume fraction increases due to closer packing of
fibers in rows parallel to the surface, the normal (zz) component decreases more rapidly.
This finding, which is contrary to the assumption inherent in all earlier models of current
flow in composites, called for a generalization of the probe response model from uniaxial to
biaxial anisotropy.
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(b)

Figure 2 Computer simulations of fiber distributions: (a.) high volume fraction, (b.) low
volume fraction.

140




s11j sorenbs 1ses| are saul yJiens sy, ‘siowaFuelie 19qy JUSISPIP 0
puodsa1109 [aqe| aures ays Yum sjuiod “AIAIONPUOD XLIJBW Y} O} PIZI[RULIOU JOSUD) Aanonpuod parenoje)

}
¥'0 ¢0 00
—_ — . Y 000
zzowbis ¢ T
Akowbis v
xxowibis a
1 020
'
1 0¥°0
v
1 090
¢
1
. L —- _ 080

uOI}ODJS BWN|OA = }

JOsusa} A3ANONPUOD

AMAONPUOD PIZIDWIOU

¢ amdiy

141




The new model of eddy currents in a biaxial anisotropic medium is based on the work
of Wait [8]. For the half space z < 0 with a diagonal conductivity tensor, Wait’s analysis
shows that the two-dimensional Fourier transform of the electric field, which is

;(;»Z)'ﬁf“;';E(S,z)d"'p- (1

has components of the form

z

e,(z,z)-ae" +be**, (2)

-

where p is a vector in the xy plane and a and b are constants to be determined by the

boundary conditions; similar expressions exist for the components of the transform of H, the
magnetic field. The propagation parameters A and x are complicated functions of the

components of the conductivity tensor and the wave vector k [8]. If two of the conductivity
components are equal, the material is uniaxially anisotropic, and Wait shows that the
analysis simplifies to a form equivalent to the TE/TM modal theory of Bowler, et al. [5].

Wait’s theory was extended to the solution of the boundary value problem for a half
space with an arbitrary current source in the space z > 0. Then, given the expressions for

the tangential components of the transforms of £ and H, substitution in the reciprocity
expression for the probe impedance led to the form

jzﬁff(;)ﬁ-;xas(i)i'l:x&s(_i)g;f. (3)

AZ =

-» -+
where a, ( kis the transform of the vector potential associated with the current source in
free space, evaluated at z = 0. The reflection function I depends on the components of the

conductivity tensor, as well as k, but is independent of a s( P ).

After developing a generalized theory of probe response, numerical studies were
conducted to simulate the measurement of fiber volume fraction and layup. It was shown
that variations in the spatial distribution of fibers causes no difficulties in t%e measurement
of volume fraction or the determination of layup direction provided that the probe is
properly designed. However, variations in the conductivity of the matrix have the same
effect on probe response as variations in volume fraction, and this seemed to pose a
problem in the unambiguous determination of these properties.

Recently, however, Burke [9] suggested an approach that may provide a simple way to
determine both volume fraction and matrix conductivity from two eddy current
measurements. His calculation is based on two assumptions, the first being that one can

design an eddy current probe to measure the resistivities parallel to the fiber direction (p )

and transverse to the fiber direction (p,). The second assumption is that the transverse
resistivity is of the form

Py=Pm/9(f), (4)
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where p ,, is the matrix resistivity and g(f) is some known function of the volume fraction f.
Then, from the exact relation

Px=Pn/(1- 1), (5
and the definitions

Ap=p, =P (6)
and

p=(Py*P.)/2, ()
one finds

ap_,1-f-9(f)
P TT-Fvg(h)

Ifp , andp , can be measured, then the quantity on the left side of Eq. (8) can be

experimentally determined, and the equation can presumably be solved for f. Once fis
known it can be substituted in Eq. (4) or (5) to find the matrix conductivity.

Numerical calculations based on known resistivities for square and hexagonal arrays of
fibers, for which g ( f )is a simple function of f, show that this method works very well for all
volume fractions of interest. However, two questions remain. The first is whether an eddy

current measurement can provide p , and p , with sufficient accuracy; the second is whether

Eq. (4) holds for nonuniform arrays of fibers. The models developed here can provide
answers to both of these questions and will be used for this purpose in next year’s work.

Finally, in the first experimental tests of the models, eddy current data for a 2 mm
thick plate of an aluminum-boron fiber composite were obtained from Burke {6,9].
According to Burke, photomicrographs of the fiber arrangement indicated an almost regular
hexagonal array with fiber spacing slightly closer in rows parallel to the surface. It was
expected, therefore, that the uniaxial model would suffice in this case. From volume
fraction data supplied by Burke and published conductivity data for the aluminum alloy, the
conductivity model was used to calculate the conductivity tensor for the composite. The
results are in excellent agreement with conductivity measurements supplied by Burke. The
calculated conductivity tensor was then used to predict the impedance of Burke’s probe as a
function of frequency from 100 Hz to 100 kHz. The results of reactance calculations are
shown in Figure 4, which was supplied by Burke [9]. Actually, there are three calculated
results shown here. The curve labeled SKB Uniaxial is Burke’s calculation based on his
uniaxial model, RB Square is our result for a square array of fibers and RB Rectangle is our
result for a rectangular array with closer fiber spacing in rows paralle] to the surface. Again,
in all cases agreement between theory and experiment is excellent, thus verifying both the
conductivity model and the generalized probe response model.

Summary

By the end of the year all objectives for the year were realized, and all of the theory
and software needed for the study of measurement methods was in place. In the final year
emphasis will shift to the deveiopment of techniques for experimentally characterizing metal
matrix composites in terms of volume fraction, matrix conductivity and layup.

(8)
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Plans for Next Year

The first task for next year is to answer the questions posed above concerning Burke’s
approach to measuring volume fraction and matrix conductivity. This will be don: by an
application of existing models to a thorough parametric study of probe response as a
function of volume fraction and matrix conductivity, with the parameters beiny, fiber
distribution, exciter and receiver coil size, shape and orientation, frequency and liftoff
distance. The aim of the initial task is to determine the most promising method or
combination of methods for measuring volume fraction in situations where the matrix
conductivity is uncertain. Once this is done, the next step will be to optimize the
measurement strategy and develop a plan for experimental testing of the procedure. The
final task will be an experimental demonstration of the measurement method, making use of
sgecimens with known volume fractions and matrix conductivities. In this connection it
should be noted that the acquisition of well-characterized specimens may pose a probiem.
For this reason, attempts to locate a source of specimens will begin early in the project. Ifa
suitable source cannot be located, methods for fabricating artificial mockups \mﬁ be
developed.

To prepare for transition of the work from research to the development of specific
applications, steps will be taken with program personnel to identify inspection problems in
metal matrix materials. An example might include the manufacturing preparations for high
temperature.
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ADVANCED TECHNOLOGY PROGRAM-PROPERTIES AND MATERIALS
CHARACTERIZATION

Ward D. Rummel
Martin Marietta
Littleton, CO 80125

Executive Summary

Advanced NDE technology planning, development, peer validation and
implementation must be tempered by: current and anticipated needs; by boundary
conditions and constraints inherent to application; and by mechanisms for technology
transfer to potential users. Innovation and creativity are known to be critical elements in
discovery and advancements in basic sciences. Support of innovation and creativity is
inherently tied to transfer of the discovered "truths” to both peers and to society.
Technology transfer is therefore an essential consideration in the discovery, evaluation,
validation and maturation of most modern research and development tasks. Technology
transfer is, however, one of the most difficult elements in a successful research product and
often depends on a facilitator to match mature work with on-going needs.

This report documents an independent view of the concepts, progress, and windows of
opportunity for technology transfer and use of advanced NDE technology being developed
under the overall Air Force Advanced Technology Program. The mode of operation is to
bring awareness and knowledge of near-term and anticipated problems within the Air
Force/Aeronautics and Astronautics communities that could potentially benefit from
independent research and development to aid in the selection of promising ideas and
research/development tasks to aid in technology transfer by communications, development
of beta site testing opportunities, skill development, and performance assessments.

Background
A. General

Problem selection and design of experiment are based on experience, "corporate
memory”, and community review. Project and community peer view are accomplished by
team review sessions at the Center for NDE and by community review at the annual
"Review of Progress in Quantitative Nondestructive Evaluation” and many public seminars
presented by program researchers. The community peer review is archived in the "QNDE
Proceedings” as will as the usual peer reviewed literature. Project progress and
accomplishments are documented in progress and final reports. Care is taken to report and
document unexpected results as valuable contributions to both the science base and the
engineering technology base.

Technology implementation requires "transfer of ownership” from the
research/development laboratory to the production line, maintenance line, flight line, etc.
(collectively termed "production”). Rigid discipline in validation and qualification on a
production line are required to assure minimum variance in critical characteristics of the
product. Small improvements that reduce variance and increase yield may be as important
as a major, first principles scientific breakthrough. Technology improvement problems are
therefore encouraged in candidate research tasks. Experience, knowledge,
communications, and impatience hallmark the role of the "facilitator” in the implementation
process. This is a primary role in this project consultation/support task. The results of task
review, progress assessment, analysis, integration of related experience and cognizance of
the changing and projected needs of government and industry are reported herein.
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B. Project

This project has taken on a new focus this year as a facilitator in the definition of
timely problems in need of research and development and in the identification of technology
transfer opportunities for ongoing work.

Objective and Scope

The objective of the project is to provide expert information on a wide range of NDE
issues from field inspection techniques, materials, processes, and transitions of new
technology from research to NDE field inspection practice.

Technical consultation/support is provided as an independent assessment of the
application potential, the methods and boundary conditions of the NDE theory, the
engineering models, and the technical application procedures being developed.

Approach

NDE engineering consultation/support services were provided by review and
participation in program planning, project reviews and semi-annual technical reviews as
identified by the program manager. During 1991, this included a review at the Center for
NDE, the Review of Progress in Quantitative NDE Conference in Brunswick, Maine,
incremental reviews in unrelated meetings and facilities visits, and a status/planning meeting
review at the Wright Aeronautical Laboratories.

Consultation/support was provided in the form of:

Clarification of technical issues and opportunities for implementation;
Aid in data/information dissemination and technology transfer;

Aid in test specimen preparation and use; and

Aid in design of experiment and data analyses.

Commentary on various tasks in this report is summarized below.
Technical Summaries

K SIS B % BN

Application of Time-Resolved ed Radi ry (TRIR) to Ide
Composite Materials (J. C. Murphy, Johns Hopkins University)
Problem

Fiber reinforced composite materials are subject to impact damage that is not visible
at the surface. The impact damage may result in fiber breakage, delamination and exposure
of reinforcing fibers to the environment. The combined engineering effects are a potential
loss of structural integrity, a reduction of fatigue life, and initiation of composite stress
corrosion. X-radiographic, ultrasonic and thermal methods have been demonstrated to be
effective in identifying, locating and quantifying the level of impact damage in composites.
Improvements in detection and quantification are needed in the form of faster, better, and
cheaper operation.

Application

Composites are widely used in commerce, and have special engineering applications in
commercial and Air Force Aircraft structures. As such, broad area scanning is required to
increase confidence in composite structure life-cycle management and to increase efficiency
in composite structures applications.
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Objective

To assess the visibility of defects in composite materials created by impact using
thermal techniques in combination with IR detection; and to understand the physical basis
of defect visibility using heat flow models of composites.

Technology Transfer/Implementation

This was primarily an exploratory task and direct implementation is not anticipated.
The results will be published and distributed in an Air Force report and will be used by
other investigators to build on the information/knowledge developed. It is recommended
that the thermal model be made available to other investigators in documented and
validated magnetic media.

. Roberts, Ames
Laboratory and the Center for NDE)

Problem

The development and application of computed x-ray tomography in industry has
provided an assessment capability that was not previously available. The capability to
provide a three-dimensional image and information on the interior of complex engineering
structures accounts for the interest in CT application. Inherent characteristics limitations of
the method are special equipment required, artifacts in the imaging process and the time
required to acquire data and present the three-dimensional image. Methods of decreasing
the time for test object characterization are not only desirable, but are necessary for broad
application of the technology.

Application

Reduction of data acquisition/imaging times would find application in most industrial
applications and would provide potential benefit to medical applications.

Objective
Develop computed tomography algorithms for reconstruction of incomplete
projection data sets using a priori component geometry and material information.

Suggested Task Enrichment

Suggested problems for test and validation of the methods being developed include
braze joints and solid rocket motor components. Both problems involve examination of test
objects of symmetry. Production data sets are required to test the capabilities. I will aid in
acquiring data files from the San Antonio ALC facility on brazed components and from the

Ogden ALC on solid rocket motor components. This will provide a real data test set to test
both the concepts and the practicality to perform faster, cheaper, and better.

Technology Transfer/Implementation

If the methods developed are significant improvements, initial application at the ALC
facilities will be expected.
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Laser Based Ultrasonics (R. C. Addison, Rockwell Science Center)
Problem

Ultrasonics is widely used in industrial applications and is an essential tool for
life-cycle management of Air Force aircraft. The requirement to use a fluid couplant in
ultrasonic applications, limits the applicability and desirability of application to many
problems. The development of methods for ultrasonic application without need for a fluid
couplant is both desirable and has economic impact.

Application

Application of the procedure could initially be an aid in the examination of aircraft
surfaces at unusual attitudes and at increased examination speed. The laser based
technology offers potential for faster, better, and cheaper application of ultrasonic
inspection methods to a variety of problems.

Objective

The objective of this program will be to demonstrate the feasibility of a research
prototype system employing a practical, eventuaily field usable, concept of source-detector
integration for laser based ultrasonics. The system will be designed with the intent of
eventually applying the concept to the inspection of large-area composite airframe
structures. The concept resulting from this work will need to be insensitive to
environmental disturbances typically found in the case of industrial inspection.
Disturbances of particular concern include mechanical vibration, temperature variations
and suspended particles along the optical path. The concept must have sufficient sensitivity
to detect flaws of interest without causing surface damage to the part under test.

Technology Transfer/Implementation

Technology transfer to the Air Force program is suggested by awareness and transfer
of ownership to field personnel. The first step in transfer is that of awareness and data
transfer. Presentation of the method, results and requirements for application at the annual

Air Force Wide NDI meeting in San Antonio is suggested. This may be arranged through
the Air Force NDI program office.

i H. Rose, Ames
Laboratory and the Center for NDE)

Problem

Titanium alloys have high strength at elevated temperatures and are thus candidates
for applications that need a high strength to weight ratio, such as fan components in gas
turbine (jet) engines. Titanium and titanium alloys are characterized by an affinity for
carbon, hydrogen, nitrogen, and oxygen, when heated to high temperatures. Carbon,
hydrogen, nitrogen, and oxygen are interstitial elements that stabilize and second (alpha)
phase in an otherwise, homogeneous alloy. The alpha inclusions are brittle, are susceptible
to cracking, and provide for crack initiation in the bulk matrix. Titanium component
production processes are designed to prevent the formation of the alpha inclusions and
titanium processing development has focused on methods of preventing and eliminating
inclusion formation. Titanium production processing includes the use of various inspection
methods to detect and eliminate inclusions in production products. Advanced methods for
detection and/or increasing the capability for detection are needed.

Application

Improved detection methods have application to gas turbine engine components and
to a wide variety of titanium alloy engineering components.
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Objective
To find an NDE probe that will allow detection of hard alpha inclusions and to
develop the theory needed to implement that probe. Develop the quantitative theory

needed to: (1.) determine the ultrasonic backscatter from titanium alloys, and (2.) to infer
microstructural properties from the backscatter signal.

Implementation

This is an exploratory task and knowledge gained will be utilized in development and
application of improved production ultrasonic methods.

mmmmn%oxmmmmmmmn. B. Thompson and F.
J. Margetan, Ames Laboratory and the Center for NDE)

Problem and Application

As discussed in: previous task.

Objective

The objective of our work for this year is to complete a predictive model d=scribing

the limits of ulirasonic detectability of hard-alpha inclusions in advanced titanium alloys, as
influenced by the microstructure of those alloys.

Implementation

The results of the theory and validation data will be incorporated into engineering
design and into production processes for both new engine components and the maintenance
of engines in the field.

Achenbach, Northwestern University, and L. Adler, Ohio State University)
Problem

Measurement of bond strength in adhesive bonded joints has been a long continuing
challenge to nondestructive measurement science. Quantification of bond strength would
add a new dimension to NDE measurement science and would enable both increased
confidence in the structural integrity of adhesive bonded structures and greater efficiencies
in adhesive bond joint design.

Application

Adhesive bonding is used extensively in engineering applications and greater use
would be enabled by increased confidence in the structure integrity of joints produced and
confidence in continuing joint serviceability. A general theory and measurement method
would be applicable to a wide variety of adhesive bond, structural integrity problems. If
specifically successful, the methodology might be developed and applied to additional
adhesive bonding systems to provide an NDE engineering basis for bond strength
characterization and quantifications.

Objective

The objective of the work is to devise a nondestructive technique to assess the
adhesive bond strength of adhesive layers. This is done by analyzing the nonlinear behavior
that precedes adhesive bond failure in thin boundary layers at the adherend-adhesive
interfaces. The first part of the work involves the development of a theory for nonlinear

joint response. The second part is to demonstrate the feasibility of linear and nonlinear
ultrasonic measurement techniques to evaluated adhesive bond quality.
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Implementation

This is an exploratory task to provide proof of principle. Extensive development of
instrumentation and measurement procedures will be required to production/field
implementation.

Adhesive Joints (S. I. Rokhlin, Ohio State University)
Problem and Implementation
As discussed in the task above.
Objective

The main objectives of the work for this year are: (1.) to apply the technique
developed to evaluate and study environmentally degraded adhesive joints, (2.) to develop a
model of the degraded interface in adhesive joints, (3.) To relate nondestructive predictions
to strength reduction of degraded joints.

Implementation

Technology transfer and validation should be sought for a single, well characterized
adhesive bond application. Work was initiated on Northrup specimens. Further validation,
evaluation of the effects of other parameters and quantification of measurement threshold
and precision are suggested.

Eddy Current Characterization of Composites (R. Beissner, Southwest Research Institute)

Problem

The structura' properties of metal matrix composites depend, in part, on the fiber
matrix ratio and on the uniformity of fiber spacing and orientation. Optimization of the
production process depends, in part, on the ability of measure and control the fiber
distribution. Eddy current methods have been shown to be sensitive to both fiber density
and fiber orientation in resin matrix composite materials. Exploratory work to investigate
the feasibility of applying eddy current methods to metal matrix composites is logical.

Application

If successful, the work would be applicable to material characterization and to
production process control.

Objective

This year’s objective is to provide a theoretical model that relates to microstructure of
a metal matrix composite to its response to an eddy current probe. Initial studies will focus
on continuous fibers in titanium alloy matrix.

Implementation

This is exploratory work and implementation depends on the development and
validation of a successful model that may be used in process control. The outcome is
uncertain at this time.

Additional Areas of Need/Interest and Opportunity (Ward D. Rummel, Technical Advisor)

The following areas are suggested as needs and opportunities for new work, and for
extension of efforts to new problem areas:
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Corrosion detection and quantification;

Bonded structure POD using available amplitude/phase relationships
(Models and experimental data);

Visual inspection measurements;

Ion implant/wear; coating measurements and characterization;
Ceramics; and

Eddy current measurements (POD) on irregular geometries such

as the chamfer on the edge of a "deburred, tumble polished, etc.”
transition in geometry such as a hole, dovetail slot, etc.
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